Studies in Logic, Vol. 18, No. 3 (2025): 25-66
PII: 1674-3202(2025)-03-0025-42

Discrete and Topological Correspondence Theory for
Modal Meet-Implication Logic and Modal
Meet-Semilattice Logic in Filter Semantics*

Fei Liang Zhiguang Zhao

Abstract. In the present paper, we give a systematic study of the discrete correspondence the-
ory and topological correspondence theory of modal meet-implication logic and modal meet-
semilattice logic, in the semantics provided in [21]. The special features of the present paper
include the following three points: the first one is that the semantic structure used is based on
a semilattice rather than an ordinary partial order; the second one is that the propositional vari-
ables are interpreted as filters rather than upsets, and the nominals, which are the “first-order”
counterparts of propositional variables, are interpreted as principal filters rather than principal
upsets; the third one is that in topological correspondence theory, the collection of admissi-
ble valuations is not closed under taking disjunction, which makes the proof of the topological
Ackermann lemma different from existing settings.

1 Introduction

In the studies of propositional logics, one part is the study of the different syn-
tactic fragments of well-known propositional logics. The [A, —]-fragment of intu-
itionistic propositional logic as well as implicative meet-semilattices are well studied
([4, 11, 16, 18, 19, 20]).

Duality theory plays an impoartant role in the study of propositional logics. The
duality theory for distributive and implicative meet-semilattices are also well-studied
([1, 2, 3]). For meet-semilattices, in [12], a duality for meet-semilattices was given,
where the topological spaces have a partial order which is also a meet-semilattice (as
a partial order).
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In [21], de Groot and Pattinson study the [0, A, —]-fragment of intuitionistic
modal logics, which turns out to be a common modal fragment of many different
formalizations of intuitionistic modal logics. The special feature in [21] is that the
relational semantics used there is based on meet-semilattices rather than just posets,
and propositional variables are interpreted as filters rather than just upsets. We call
this kind of semantics “filter semantics” in our paper.

In [17], Fornasiere and Moraschini studied the correspondence and canonicity
theory for different fragments of intuitionistic propositional logic. Their result is es-
sentially based on generalized Esakia duality ([14, 15]).

The present paper aims at obtaining correspondence theory results in the lan-
guage of modal meet-implication logic (resp. modal meet-semilattice logic), char-
acterizing formulas in the language of modal implicative semilattices (resp. modal
meet-semilattices) in terms of first-order conditions on the dual modal I-spaces (resp.
descriptive modal M-frames), which can be regarded as topological correspondence
theory, as well as modal I-frames (resp. modal M-frames), which can be regarded as
discrete correspondence theory.

Our methodology follows algorithmic correspondence theory ([9, 10]), which
uses an algorithm ALBA! to transform an input formula/inequality in the language
of certain algebras into its first-order correspondent on the dual topological spaces.

The special feature in the present paper includes the following three points: the
first one is that the semantic structure used is based on a semilattice rather than an ordi-
nary partial order; the second one is that the propositional variables are interpreted as
filters rather than upsets, and the nominals, which are the “first-order” counterparts of
propositional variables, are interpreted as principal filters rather than principal upsets;
the third one is that in topological correspondence theory, the collection of admissi-
ble valuations is not closed under taking disjunction, which makes the proof of the
topological Ackermann lemma different from existing settings. The present work can
also be taken as another step towards correspondence theory for logics which are not
based on bounded lattices, after [24].

The paper is organized as follows: Section 2 gives the preliminaries on the alge-
braic, topological and relational structures that are related to modal meet-implication
logic and modal meet-semilattice logic, as well as the object-level duality and equiv-
alence involved. Section 3 gives the languages to describe modal meet-implication
logic and modal meet-semilattice logic, as well as their semantics. Section 4 gives
the expanded modal languages that the algorithms manipulate as well as the first-
order correspondence languages. Section 5 defines the inductive inequalities and in-
ductive formulas for the language of modal meet-implication logic, and Sahlqvist in-
equalities and inductive quasi-inequalities for the language of modal meet-semilattice
logic. Section 6 describes the algorithms that compute the first-order correspon-

"Here ALBA means “Ackermann Lemma Based Algorithm”.
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dents of the modal formulas/inequalities/quasi-inequalities. Section 7 shows that
the algorithms succeed on inductive formulas/Sahlqvist inequalities/inductive quasi-
inequalities. Section 8 proves that the algorithms are sound for inductive formu-
las/inductive quasi-inequalities with respect to arbitrary valuations. Section 9 does
the same with respect to admissible valuations and gives the proof of the right-handed
topological Ackermann lemma. Section 10 gives conclusions of the paper.

2 Preliminaries

In the present section, we give the preliminaries on the algebraic, topological
and relational structures that are related to modal meet-implication logic and modal
meet-semilattice logic, as well as the object-level duality and equivalence involved.
For more details, see [21].

2.1 Basic algebraic, topological and relational structures

Given a poset (X, <), we say asubset Y C X is an upset (resp. a downset) if for
anyz,y € X,ifr € Yandx <y (resp.y < x)theny € Y. Weuse TU (resp. JU) to
denote the upward (resp. downward) closure of U under the partial order <. We use
Tz (resp. Jx) to denote the principal upset (resp. downset) 1{x} (resp. [{z}). Given
a full set X, we use Y° to denote the complement of Y relative to X, i.e. X — Y.

2.1.1 Semilattices

Definition 1 (Semilattice, see page 3 in [21]). A meet-semilattice is a poset (A, <)
where any two element a, b has a greatest lower bound (which we call the meet of a
and b), denoted as a A b, and there is a greatest element T with respect to the partial
order <. We use interchangeably (A, A, T) and (A, <) for a semilattice, where a < b
iffa Ab=a.

A filter in a meet-semilattice A is a non-empty upset F' C A which is closed
under taking meets. It is easy to see that principal upsets of the form Tz are filters.

We write F (A) as the collection of filters of a meet-semilattice A. With conjunc-
tion N and top element A, the set F(A) forms a meet-semilattice. For every a € A
the collection a = {F' € F(A) | a € F'} is afilter in F(A).

2.1.2 M-spaces

On the object-level, the duals of meet-semilattices are M-spaces.

Definition 2 (M-Space, see page 4 in [21]). An M-space is a tuple (X,M, T,7)
such that (X, 1, T) is a meet-semilattice, and (X, 7) is a Stone space generated by a
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subbase of clopen filters and their complements.

Let SL be the collection of semilattices, MSpace be the collection of M-spaces.
Define F* : SL — MSpace sending a semilattice A to the M-space (F(A), N,
A, 74) where F(A) is the semilattice of filters of A, 74 is a topology generated by
a={FeF(A)|aecF}anda® ={F € F(A) | a ¢ F} with a ranging over A.
Define Clp/ : MSpace — SL sending an M-space (X, 1, T, 7) to (Clpf (X), N,
X) where Clpf (X) is the collection of clopen filters of X, with meet N and top X.
Then we have that Clp/ (F*(A)) is a semilattice isomorphic to A, and F*(Clp7(
X)) is homeomorphic to X which is also order-isomorphic (see Theorem 2.3 in [21]).

2.1.3 Distributive semilattices and implicative semilattices

Definition 3 (Distributive Semilattice, see page 5in [21]). A meet-semilattice A is
called distributive if for all a, b, c € A, if a Ab < c then there are o/, b’ € A such that
a<d,b<bandc=ada AV.

In a distributive meet-semilattice A we can define the smallest filter containing
two given filters F' and F' by (F, F') = {aAb | a € F,b € F'}. It is easy to see that
it is a filter.

Proposition 1 (Proposition 2.4 in [21]). If A is a distributive semilattice, then so is
F(A).

We now define the algebraic structure of our study, i.e. implicative semilattices:

Definition 4 (Implicative Semilattice, see page 5 in [21]). A semilattice A is im-
plicative if we can define a binary operation — such thatz < y — ziffz Ay < 2
forall z,y, z € A.

Proposition 2 (Proposition 2.6 and Corollary 2.7 in [21]). o The semilattice un-
derlying an implicative semilattice is a distributive semilattice.
* If A is a distributive semilattice, then so is F(A).
« If A is an implicative semilattice, then so is F(A).

It is clear that an implicative semilattice satisfies all the intuitionistic proposi-

tional logic laws that involve A, —, T only.

2.1.4 I-spaces

We now define the “Stone spaces™ of our setting, i.e. I-spaces, which are dual to
implicative semilattices.
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Definition 5 (I-Space, Definition 3.6 in [21]). An I-space is an M-space whose un-
derlying partial order C is an implicative semilattice and whose collection of clopen
filters is closed under the operation — given by

a—b={reX| forally Jx, ify € atheny € b}.

2.1.5 relational structures: I-frames and descriptive I-frames

We now define the “Kripke frames” of our setting, i.e. [-frames.

Definition 6 (I-Frame, Definition 3.2 in [21]). An I-frame is an implicative semilat-
tice regarded as a Kripke frame (X, C) with C as the partial order of the implicative
semilattice. That is, an I-frame is a poset (X, C) with a meet M and an implication

N

In the definition of the semantics of formulas, rather than using upsets as de-
notations of formulas, we use filters (i.e. upsets closed under finite meets), since the
collection of filters is closed under intersections, but not under unions.

We now define the “descriptive general frames” of our setting, i.e. descriptive
I-frames which are also dual to implicative semilattices:

Definition 7 (Descriptive I-Frame, Definition 3.5 in [21]). A descriptive I-frame is
a tuple (X, C, A) consisting of an I-frame (X, C) and a collection A C F(X,C) of
filters such that

+ Ais closed under N and —, given by
a—b={reX| forally Dz, ify €atheny € b}.

« Aisdifferentiated: if z IZ y in (X, <) then there exists /' € A such thatz € F
andy ¢ F,

+ (X, C) is compact: every cover of X consisting of elements in A and comple-
ments of elements in A has a finite subcover.

Descriptive I-frames are equivalent to I-spaces (see Proposition 3.7 in [21]):

« If (X,1,—, T,7) is an I-space, we can define an order C on X by = C y iff
x My = x. Then the tuple (X, C, Clp/ (X)) is a descriptive I-frame.

* Givenadescriptive I-frame (X, C, A), we have an implicative semilattice (X, 1,
—T). Generate a topology 74 from the subbase A U {a® | a € A}. Then
(X,M,—,T,74) is an I-space.

?In the present paper, we use A, —, T, < to denote the meet, implication, top element and order in
an algebraic structure, and M, —, T, C to denote the meet, implication, top element (defined from the
partial order) and the partial order in a relational structure and a topological structure.
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In the remainder of the paper, we associate a descriptive I-frame with the topol-
ogy of its equivalent I-space.

By the constructions F* and Clp/, it is easy to see the object-level duality be-
tween I-spaces and implicative semilattices.

We can use the following picture to describe relations between the structures that
we are using (again here we only consider the object-level): we use IS to denote the
class of implicative semilattices, [Space to denote the class of I-spaces, [Frame to de-
note the class of I-frames, DIFrame to denote the class of descriptive I-frames. Here
>~ means equivalence, 22 means dual equivalence, U is the operation of forgetting
the topology (in categorical settings it is called the forgetful functor).

IFrame

o0 o

IS «——  ISpace

DIFrame

2.2 Adding modalities
2.2.1 Adding modalities to implicative semilattices

In this subsection, we add modalities for implicative semilattices, and relations
for I-frames and descriptive I-frames.

Definition 8 (Modal Implicative Semilattice, see page 11 in [21]). * A modal im-
plicative semilattice is a tuple A = (A, A\, —, T, 0) such that (A, A, —, T) is a im-
plicative semilattice, 0T = T and O(a A b) = Oa A Ob for all a, b € A.

Definition 9 (Modal I-Frame, Definition 4.1 in [21]). * A modal I-frame is a tuple
F = (X,C, R) where (X, C) is an I-frame and R is a binary relation on X satisfying:

e TRz iffx = T,and zRT forallz € X;

o If xRy C z then xRz;

« If xRy and 2’ Ry’ then (z M 2")R(y M y');

« If (xM2’) Rz then there are y, vy’ € X such that Ry and 2’ Ry’ and y My’ = 2.

Definition 10 (General Modal I-Frame and Descriptive Modal I-Frame, Definition
5.1in[21]). > A general modal I-frame is a tuple F = (X,C, R, A) where (X,C

3In [21] it is called “implicative semilattices with operators”.
*In [21] it is called “O-frame”.

3In [21] they are called “general O-frame” and “descriptive O-frame”.
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, R) is a modal I-frame and (X, C, A) is a descriptive I-frame such that A is closed
under O(a) := {z € X | R[z] C a} (here R[z] := {y € X | zRy}). Itis called a
descriptive modal I-frame if R[z] = (\{a € A | R[z] C a} forall z € X.

The duality between implicative semilattices and descriptive I-frames can be
naturally extended to modal implicative semilattices and descriptive modal I-frames.

We can use the following picture to describe relations between the structures
here: we use MIS to denote the class of modal implicative semilattices, MIFrame
to denote the class of modal I-frames, DMIFrame to denote the class of descriptive
modal I-frames.

MIFrame

~0

MIS

DMIFrame

2.2.2 Adding modalities to meet-semilattices

The following definitions for meet-semilattices are similar to their counterparts
in the setting of implicative semilattices:

Definition 11 (Modal Meet-Semilattice). A modal meet semilattice is a tuple A =
(A, A, T,0) such that (A, A, T) is a meet-semilattice, OT = T and O(a A b) =
Oa A Ob for all a, b € A.

Definition 12 (M-Frame, Definition 3.2 in [21]). An M-frame is a meet-semilattice
regarded as a Kripke frame (X, C) with C as the partial order of the meet-semilattice.
That is, an M-frame is a poset (X, C) with a meet .

Definition 13 (Modal M-Frame). A modal M-frameisatuple F = (X, C, R) where
(X, C) is an M-frame and R is a binary relation on X satisfying:

e TRz iffr =T,and zRT forall z € X;

o If xRy C z then xRz;

« If xRy and 2’ Ry’ then (z M 2")R(y M y');

o If (xM2’) Rz then there are y, y’ € X such that z Ry and 2’ Ry’ and y My’ C 2.

Notice that due to the lack of distributivity, the fourth condition is different from
the implicative semilattice setting.
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The following definition is equivalent to an M-space, like the equivalence be-
tween descriptive I-frames and I-spaces. Therefore, we associate a descriptive M-
frame with the topology of its equivalent M-space.

Definition 14 (Descriptive M-Frame). A descriptive M-frame is a tuple (X, C, A)
consisting of an M-frame (X, C) and a collection A C F(X, C) of filters such that

« Ais closed under N;

« Aisdifferentiated: if z IZ y in (X, <) then there exists I’ € A such thatz € F
andy ¢ F;

* (X, ) is compact: every cover of X consisting of elements in A and comple-
ments of elements in A has a finite subcover.

Definition 15 (General Modal M-Frame and Descriptive Modal M-Frame). A gen-
eral modal M-frame isatuple F = (X, C, R, A) where (X, C, R) is amodal M-frame
and (X,C, A) is a descriptive M-frame such that A is closed under O(a) := {z €
X | R[z] C a} (here R[z] := {y € X | zRy}). Itis called a descriptive modal
M-frame if R[z] = ({a € A| R[z] Ca} forallz € X.

3 Syntax and Semantics

In the present section, we give the syntax and semantics of the logical formulas
for modal meet-implication logic and modal meet-semilattice logic. We follow the
presentation of [21, 23, 24].

3.1 Modal meet-implication logic
3.1.1 Language and syntax

Definition 16. Let us fix a countable set Prop of propositional variables.

» The L-formulas of the modal language L is defined as follows:

pu=p|T|pANp|e—¢|Op,

where p € Prop.

* The L-inequalities of the modal language L is of the form ¢ < 1 where ¢ and
1 are L-formulas. Intuitively, ¢ < 1) expresses the model-level truth of the
implicative formula ¢ — 2.

* The L-quasi-inequalities of the modal language £ is of the form ¢; < 91 & ...
& on < Yy = @ < P where o1 < Y1, ..., P < Yy, p < Y are L-
inequalities.

» We use the notation p to denote a list of propositional variables and use ¢ (p) to
indicate that the propositional variables occur in ¢ are all in p.
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* We call a formula pure if it does not contain propositional variables.
+ We use the notation  to indicate a finite list of formulas.
» We use the notation 6(n/p) to indicate uniformly substituting p by 7.

3.1.2 Semantics

We interpret formulas on the modal I-frames (X, C, R) and descriptive modal
I-frames (X, C, R, A), with two different kinds of valuations, namely arbitrary valu-
ations which interpret propositional variables as arbitrary filters, and admissible val-
uations which interpret propositional variables as elements in A (i.e. clopen filters in
the associated topology of the descriptive modal I-frames).

In a modal I-frame (X, C, R) or a descriptive modal I-frame (X, C, R, A), we
abuse notation to use X to denote the frame. We call X the domain of the frame.

Definition 17. An arbitrary modal I-model is a tuple M = (F, V') where F is a
modal I-frame and V' : Prop — F(X) is an arbitrary valuation sends a propositional
variable to a filter of X.

An admissible modal I-model is a tuple Ml = (IF, V') where F is a descriptive
modal I-frame and V' : Prop — A is an admissible valuation sends a propositional
variable to an element of A, i.e. a clopen (with respect to the associated topology of
) filter of the space.

The interpretation of formulas in a modal I-model M = (X, C, V') is defined as
follows:

M, w - p iff weV(p)

M,w IF T : always

M,wlFe Ay iff M,wlF ¢and M, w IF ¢

M,wlF @ —1 iff forallv Jw,if M,v - ¢ then M, v IF ¢
M, w IF O iff for all v such that wRv, we have M, v IF ¢

Given a valuation V, a propositional variable p € Prop, an filter /' C X, we
can define VE, the p-variant of V as follows: VE(q) = V(q) for all ¢ # p and
VE(p) = F.

For any formula ¢, we let V(p) = {w € X | M, w IF ¢} denote the truth set of
@ in M.

Lemma 1.  [. Inamodal I-frame F = (X,C, R), we have that if x C yRz, then
TRz

2. If F C X is afilter of X, then OF := {w € X | Rlw] C F} is again a filter
of X.

3. For any formula p, any arbitrary modal I-model (F, V'), V() is a filter of X.
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4. For any formula p, any admissible modal I-model (F, V'), V(¢) € A, i.e. V(p)
is a clopen filter of X.

Proof. 1. Ifz C yRz, then xRT and yRz, therefore by Definition 9, we have

that (x My)R(T M 2), ie xRz

2. To show that OF is a filter of X, it suffices to show that T € OF, OF is a
C-upset and OF is closed under taking M.
For any R-successor x of T, by Definition 9, x = T, since F is a filter, we
have x = T € F, therefore T € OF.
For any x € OF and y € X such that « C y, it suffices to show that y € OF'.
Consider any z € X such that y Rz, we have that x C y Rz, by item 1 we have
xRz. Since x € OF, we get z € F. Therefore y € OF, so OF is a C-upset.
For any x,y € OF, to show that x My € OF, consider any z € X such
that z M y Rz, then there are 2/, 3y’ € X such that z R2’, yRy' and 2/ My = 2.
Therefore 2/, 3y’ € F, and since F is a filter, we have z = 2'My’ € F. Therefore
x My € OF, OF is closed under taking M.

3. We prove by induction on the formula structure.

e For p, it follows from the definition of valuation.

e For T, it follows from that X is a filter of X.

* For A, since F(X) is closed under taking intersection, we have that if
V(¢) and V () are filters of X, then V(o A1) = V(p) NV (¢)) is again
a filter of X.

» For —, assume that V' (¢) and V' (¢) are filters of X. It is easy to see that
V(e — ) isaC-upsetand T € V(¢ — ). To show that V(¢ — 1) is
closed under taking 1, assume that z,y € V(¢ — ), it suffices to show
thatx My € V(e — ).

Consider any z J x My, then if z € V(y), then since X is an implicative
semilattice (hence distributive), there are 2/,3’ € X such that x C 2/,
y Cy and 2’ My’ = z. Since z € V (), we have that 2’ My’ € V().
Since V() € F(X), we have 2/, y' € V(¢). Since z,y € V(p — 9),
byx Ca,y Ty, 2",y € V(p) wehave 2',y' € V(). Since V(¢)) €
F(X), we have z = 2’ My’ € V(¢). Therefore x My € V(e — ),
V(e — v) is a filter of X.

e For O, it follows from item 2.

4.  We prove by induction on the formula structure.

» For p, it follows from the definition of admissible valuation.
* For T, it follows from that X is a clopen filter of X.
* For A, —, 0, it follows from the definition of descriptive modal I-frame.

O
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Definition 18. We say that

* o is globally true on M (notation: M IF o) if M, w I ¢ for every w € W.

*  is admissibly valid on a descriptive modal I-frame F (notation: ' |4 ¢) if ¢
is globally true on (F, V') for every admissible valuation V.

* isvalid on amodal I-frame F (notation: IF I ) if ¢ is globally true on (F, V')
for every arbitrary valuation V.

For the semantics of inequalities and quasi-inequalities,

e MIF o <vyiff V(p) CV(¥);
e MFp1 <Y1 & ... & <, = @ <iff
M IF ¢ < 1) holds whenever M I+ ; <; ; foralli =1,... n.

The definitions of validity are similar to formulas.

3.2 Syntax and semantics for modal meet-semilattice logic

The language of modal meet-semilattice logic is defined similar to its modal
meet-implication counterpart, the only difference is that there is no implication —
here. The semantic interpretation is on modal M-frames and descriptive modal M-
frames, and the semantic clauses for the formulas are almost the same as modal meet-
implication logic, except that there is no clause for —. Other semantic definitions are
similar to the modal meet-implication setting (we just replace the letter I by the letter
M).

The proof of the semilattice counterpart of Lemma 1 is a bit different, which we
give below:

Lemma 2. 1. Inamodal M-frame F = (X, C, R), we have that if xt T yRz, then

TRz.

2. If F C X is afilter of X, then OF := {w € X | R[w] C F'} is again a filter
of X.

3. For any formula o, any arbitrary modal M-model (F,V'), V() is a filter of
X.

4. For any formula @, any admissible modal M-model (F,V'), V(¢) € A, i.e.
V() is a clopen filter of X.

Proof. 1. This proof is the same as Lemma 1.1.

2. This proof is a bit different from Lemma 1.2. To show that OF is a filter of
X, again it suffices to show that T € OF, OF is a C-upset and OF is closed
under taking M.

To show that T € OF and OF is a C-upset, the proofs are the same as in
Lemma 1.2. The proof that O F is closed under taking I is a bit different:
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For any z,y € OF, to show that z My € OF, consider any z € X such that
x M yRz, then there are 2/,3’ € X such that xRz, yRy and 2/ My C 2.
Therefore 2’,y’ € F, and since F is a filter, we have 2/ My’ € F, since a filter
is also an C-upset, we have that ' My’ C 2z € F. Therefore x My € OF, OF
is closed under taking M.
3. The proof is almost the same as Lemma 1.3, except that we do not need the
clause for —.
4. The proof is almost the same as Lemma 1.4, except that we do not need the
clause for —.
O

4 Preliminaries on Algorithmic Correspondence

In this section, we give preliminaries on the correspondence algorithms in the
style of [10, 22, 23]. The algorithm for modal meet-implication logic transforms the
input formula ¢ — 1 into an equivalent pure quasi-inequality which contains no
propositional variable, and therefore can be translated into the first-order correspon-
dence language via the standard translation of the expanded language (see page 40).
The algorithm for modal meet-semilattice logic does similar things, but the input is
either an inequality or a quasi-inequality.

4.1 Semantic environment of modal meet-implication logic

In the present subsection, we will provide the semantic environment for the cor-
respondence algorithm ALBA in the settings of modal meet-implication logic, in the
style of [22, Section 3]. We will show the semantic properties which will be used for
the interpretation of the expanded modal language of the algorithm ALBA in Section
4.1.3.

The first notable feature of this language is that it includes special variables (be-
sides the propositional variables), the so-called nominals. In existing settings (see
the table below), they are interpreted as atoms (in complete atomic Boolean alge-
bras), completely join-prime elements (in perfect distributive lattices), completely
join-irreducible elements (in perfect (non-distributive) lattices), regular open closures
of singletons (in the setting of possibility semantics). The common feature of these
settings are that the selected class of elements join-generates the relevant complete
lattices. Therefore, since in our setting, given a modal I-frame (X, C, R), the rele-
vant algebraic structure is F(X ), the implicative semilattice of filters of X (which
is the “perfect” counterpart in the setting of implicative semilattices). Since arbitrary
intersection of filters of a semilattice is still a filter, 7(X') is a complete semilattice,
hence is a complete lattice. This is the algebraic structure we are focusing on. We
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will show that the principal filters are a suitable class of interpretants for nominal
variables.

Propositional base Nominals/join-generators
perfect Boolean algebras atoms
perfect distributive lattices complete join-primes
perfect general lattices complete join-irreducibles
constructive canonical extensions closed elements
possibility semantics regular open closures of singletons
“perfect” implicative semilattices principal filters

The second notable feature of the expanded language of ALBA is that it includes
additional modal operators interpreted as the adjoints of the modal operators of the
original language. In what follows, we will show that also these connectives have a
natural interpretation in F(X).

The third feature that we will focus on is the interpretation of the disjunction in
the expanded language. Although we do not have disjunction in our original language,
we still have a natural interpretation of disjunction in F(X).

4.1.1 A class of interpretants for nominals, as well as the interpretation of V

As mentioned early on, the key requirement for a suitable class of interpretants
for nominals is that it is join-dense in F(X). We have the implicative semilattice
structure of F(X) as (F(X),N,—, X). Since arbitrary intersections of filters of X
is again a filter, (F(X), [, X) is a complete meet-semilattice. Therefore, F(X) is a
complete lattice where the arbitrary join operation is defined as follows:

\/ Fi=({FeFX)|FCFforall F; € Y}.

F,eYy

Indeed, we can show the following proposition:

Proposition 3 (cf. Lemma 2.14 in [5]).
\/ Fy ={x1N...MNay, | x; € F} for a finite collection of filters F;j in Y }.
F,eYy

Proof. Wedenote {x11...Mx, | x; € F} for a finite collection of filters F; in Y'}
as Z. First of all, Z contains all elements in {x; | z; € F; € Y}, i.e. F;. Therefore,

ZD U F,.
FeYy

Next we prove that 7 is a filter of X. It is easy to see that Z is closed under taking
Mand contains T, and therefore is non-empty. Now take any x1 1. ..Mz, € Z. Then



38 Studies in Logic, Vol. 18, No. 3 (2025)

for any y; € X suchthat z; M...Mx, C yi, since X is an implicative semilattice,
it is a distributive semilattice, therefore there are z1,y2 € X such that x; T 23
and zo M...Mx, C yo and 21 Mys = y1. By repeating this procedure, there are
22,...,2n € X suchthat zg C 29, ..., z, C 2,,and z1 M...1 z, = y1. Now since
x; € Fyfori=1,...,n,wehave z; € F; fori =1,...,n, therefore y; € Z. So Z
us closed under taking C-upsets. Therefore Z € F(X).

From the above we have that Z € {F € F(X) | F; C Fforall F; € Y}. It
suffices to prove that Z C (\{F € F(X) | F; C F forall F; € Y'}.

For any F' € F(X) such that F; C F for all F; € Y, it suffices to prove that
Z C F. Foranyy € Z, yisofthe formz; M...Mx, where z; € F;and F; € Y
fori = 1,...,n. Therefore z1,...,z, € F,andthusy = x; M ...Mz, € F. So
Z CF. O

Therefore, we have the following proposition:
Proposition 4. For any filter F € F(X), F = \/{fz | x € F}.

Proof. Itis easy to see that for any x € F, T C F, therefore \/{ftx | x € F'} C F.
Forany y € F,we havey € 1y C \/{Tz | x € F'}, therefore F' C \/{fz | x € F'}.
(I

We will interpret nominals as principal upsets (i.e. principal filters) in the next
subsection.

Although in the signature of the modal language, we do not have V, in the ex-
panded modal language, we will have V which is interpreted as the join of the com-
plete lattice F(X), i.e.

F1VF2:{:L‘1|_|1‘2|{L‘1 e F al’ldl’QEFQ}.

For similar interpretations of V, see [5] and [13, Section 3.3].

4.1.2 Interpreting ¢: the left adjoint of O

As we know, F(X) is a complete lattice, and the operation O : F(X) — F(X)
where OF := {w € X | R[w] C F} is clearly completely meet-preserving, there-
fore O has a left adjoint, which are denoted by #. It will be used in the semantic
interpretation of the additional connectives in the expanded modal language in the
next subsection.

In what follows we will prove that ¢ : F(X) — F(X) is exactly ¢F :=
R[F]={w e X | (v € F)(Rvw)}.

Proof. It suffices to prove the following two items:
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1. Forany F' € F(X), R[F]| € F(X).
We prove that T € R[F], R[F] is a C-upset and R[F] is closed under taking
M.
By the definition of a filter, we have that F' # @, therefore T € F. By Defini-
tion 9, we have that TRT,so T € R[F].
Forany z € R[F]|andy J x, thereisa z € F suchthat z Rz C y, by Definition
9 we have zRy, therefore y € R[F]. So R[F] is a C-upset.
For any x,y € R[F], we have 2/, y’ € F such that 2/ Rz and 3’ Ry. By Defi-
nition 9 we have 2’ My’ Rz My. Since F is a filter, it is closed under taking I,
sox’' My’ € F, therefore x My € R[F]. So R[F] is closed under taking 1.

2. Forany F,G € F(X), R[F] C Giff F C O(G).
=: Assume that R[F| C G and x € F. Then for any y € X such that xRy,
y € R[F] C G, soz € O(G). Therefore F' C O(G).
<: Assume that ' C O(G). For any x € R[F], there isay € F such that
yRx. Soy € F C O(G). So by yRx we have x € G. Therefore R[F| C G.

O

4.1.3 The expanded modal language

In the present subsection, we give the definition of the expanded modal language
L1, which will be used in ALBA:

pu=pl|i| L[TloAp|loVe|lp—=o|0p]| #p

where i € Nom is called a nominal. £ -inequalities and £ -quasi-inequalities are
defined in the expected ways.

 For i, it is interpreted as a principal upset (i.e. principal filter).

« For ¢, it is interpreted as the diamond modality on the inverse relation R~!.

 For L, it is interpreted as the bottom element of F(X), i.e. the smallest filter
of X,ie {T}.

« For V, it is interpreted as the join of F(X).

Also notice that although L,V are not in the language of the modal implicative
semilattices, they are in the expanded language for the sake of the algorithm.

For the semantics of the expanded language, the valuation V is extended to
Prop U Nom such that V(i) = 1 for some i € X for each i € Nom.® The ad-
ditional semantic clauses can be given as follows:

®Notice that we allow admissible valuations to interpret nominals as tw, even if it might not be in A
(i.e. it might not be a clopen filter). The admissibility restrictions are only for the propositional variables.
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M, w IF L iff w=T

M, w I i iff iCw

M,wlF @V iff there exist u,v € X suchthatw = uwMvand M, u IF ¢
and M, v I- ¢

M, w I- ¢ iff Ju(Rvw and M, v IF @)

4.1.4 The first-order correspondence language and the standard translation

In the first-order correspondence language, we have:

* Binary predicate symbols R, C corresponding to the binary relation and the
partial order in the (descriptive) modal I-frames;

* Binary function symbol M corresponding to the meet of the partial order in the
(descriptive) modal I-frames;

+ Constant symbol T corresponding to the top element of the partial order in the
(descriptive) modal I-frames;

* Unary predicate symbols P corresponding to propositional variables p;

* Constant symbols 7 corresponding to nominals i.

Definition 19. The standard translation of the expanded language is defined as fol-

lows:
* STx(p) =Pz
« ST,(i):=iC«x
¢ ST, (L):=2=T
e ST (T)=xz=x
* STx(‘P A 1/}) = ST:E((P) A STAW
© STu(p V) :=3yIz((x =y N 2) A STy () A ST:())
* STi(p = ¥) =Vy(xz Ty A STy(p) — STy(¢))
* ST, (Qyp) == Vy(Ray — ST, (v))
* ST, (#p) == Fy(Ryz A STy(p))
* ST(p <) :=Va(STu(p) — STu(¢))

(
c ST(p1 <1 & .. &pn < = 9 <) := ST(p1 S Y1) AL A
ST(pn < tn) = ST(p <)

It is easy to see that this translation is correct:

Proposition 5. For any (descriptive) modal I-model M, any w € X and any L*-
formula o,
M, w - @ iff M E ST, (p)[w].

Proposition 6. For any (descriptive) modal I-model M, any w € X and any LT-
inequality Ineq, LT -quasi-inequality Quasi,
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M IF Ineq iff M E ST (Ineq);
M IF Quasi iff M E ST(Quasi).

4.2 The Case of Modal Meet-Semilattice Logic

In this subsection, we will discuss the semantic environment of the modal meet-
semilattice logic, define the expanded modal language and the standard translation.

Since in finding the potential interpretations of nominals and disjunction, in
Proposition 3, the distributivity of implicative semilattice is essentially used, so here
we need to find new interpretations for nominals and disjunction.

4.2.1 A class of interpretants for nominals, as well as the interpretation of v

Again, the key requirement for a suitable class of interpretants for nominals is
that it is join-dense in F(X). We have the semilattice structure of (X ) as (F(X), N,
X). Since arbitrary intersections of filters of X is again a filter, (F(X),(), X) is a
complete meet-semilattice. Therefore, (X ) is a complete lattice where the arbitrary
join operation is defined as follows:

\/ Fi=({FeFX)|FCFforall F; € Y}.
F,eYy
For the concrete definition of arbitrary joins, it is different from Proposition 3,
which is given below:

Proposition 7. \/ . oy F; = U{T(z1 ... N xy,) | x; € Fj for afinite collection of
filters Fj inY'}.

Proof. We denote [ J{1(x1M...May,) | z; € F} for a finite collection of filters F;
in Y} as Z. First of all, Z contains all elements in {z; | x; € F; € Y}, ie. Fj.

Therefore,
zZ2 |J F.
Fiey

Next we prove that 7 is a filter of X. It is easy to see that 7 is closed under taking
C-upsets and contains T (therefore is non-empty). To show that Z is closed under
taking M, suppose that y1,y2 € Z, thenthereare xy € Fy € Y,...,x, € I}, €Y,
e FleY,...,x,, € F) €YsuchthatziM...Mx, C y;and 2| M...MNz), Ty,
soy1 My € Nay1 M...MNa, N2y N...MNal,) C Z.

From the above we have that Z € (\{F' € F(X) | F; C F forall F; € Y}. It
suffices to prove that Z C (\{F € F(X) | F; C F forall F; € Y}.

For any F' € F(X) such that F; C F for all F; € Y, it suffices to prove that
Z C F.Foranyy € Z,y J x1M...Mx, wherex; € Fyand F; € Y fori =1,...,n.
Therefore x1,...,xz, € F,andthus 1 M...Mx, Cy € F.So Z C F. O
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Therefore, we have the following proposition, the proof of which is the same as
Proposition 4:

Proposition 8. For any filter F € F(X), F = \/{fz | x € F}.

We will interpret nominals as principal upsets (i.e. principal filters) in the next
subsection.

The interpretation of V in the expanded modal language is different from the
implicative setting, which is given as follows:

LV F, = U{T(wl I {L‘Q) ‘ x1 € Fyand 29 € FQ},
ie.x € Fy V Fy iff there are 1 € F} and x5 € F5 such that 1 Mxzo C .

4.2.2 The interpretation of ¢

The interpretation of ¢ is exactly the same as in the modal meet-implication logic
setting.

4.2.3 The expanded modal language

The expanded modal language £ is also similar to the modal meet-implication
logic setting, except that we do not have —.

pu=pli| LIT[eAe[eVe|[Op| 4.
For the semantics of the expanded language, the valuation V' is extended to
Prop U Nom such that V(i) = 17 for some ¢ € X for each i € Nom. The addi-
tional semantic clauses can be given as follows:

M, w - L iff w=T

M, w IF i iff {Cw

M,wlF @V iff thereexistu,v € X suchthatu Mo C wand M u I ¢
and M, v I- ¢

M, w I+ ¢p iff Ju(Row and M, v IF @)

4.2.4 The first-order correspondence language and the standard translation

The first-order correspondence language is defined the same as in the modal
meet-implication logic setting. The standard translation is almost the same as in the
modal meet-implication logic setting except that we do not have — here and V is
interpreted differently:

STp(p V) i=FyF((y Mz C ) AST,(p) A ST (1))

It is easy to see that this translation is correct, similar to Proposition 5 and 6.
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5 Inductive Formulas/Quasi-Inequalities in the Two Settings

5.1 The modal meet-implication logic case

In this subsection, we define inductive inequalities and inductive formulas for
modal meet-implication logic. The definition is similar to [24, Section 5].

We first define positive formulas with propositional variables in A C Prop as
follows:

POS, = p| T | OPOS | POS A POS

where p € A C Prop.

Then we define the dependence order on propositional variables as any irreflex-
ive and transitive binary relation < on them. Then we define the PIA,, formulas’
with main variable p (where p is a fixed variable) as follows:

PIA, :=p| T | OPIA, | POS4, — PIA,

where A, = {¢q € Prop | ¢ <q p} in PIA,,. Then we define the inductive antecedent
as follows:

Ant ::= PIA, | Ant A Ant

where p ranges over Prop. Then we define the inductive succedent as follows:
Suc =:=p | T | PIA; — Suc | OSuc | Suc A Suc

where p, ¢ range over Prop.
Finally, an Q-inductive formula is a formula of the form Ant — Suc. An induc-
tive formula is an Q2-inductive formula for some §2.

5.2 The modal meet-semilattice setting

In the modal meet-semilattice setting, a notable phenomenon is that all inequal-
ities of the form ¢ < 1 are Sahlqvist inequalities. We will also consider quasi-
inequalities.

Definition 20 (Inductive Quasi-inequality). Given an irreflexive and transitive bi-
nary relation <gq on propositional variables (i.e. a dependence order), we say that a
quasi-inequality o1 < Y1 & ... & on < ¥, = @ < Y is Q-inductive, if for each
i < 1)y, each propositional variable p occurring in ¢; and each propositional variable
q occurring in v¢;, we have p <q ¢q. A quasi-inequality is inductive if it is 2-inductive
for some <q.

"Here PIA means “Positive Implies Atomic”.
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6 Algorithms

In this section, we give the first-order correspondence algorithms for both modal
meet-implication logic and modal meet-semilattice logic.

6.1 The modal meet-implication logic case

In the present subsection, we define the algorithm ALBA which computes the
first-order correspondence of the input formula in the style of [10, 24]. The algorithm
ALBA proceeds in three stages. Firstly, ALBA receives a formula Ant — Suc as
input and transforms it into the inequality Ant < Suc.

1. Preprocessing and first approximation:

(a) We apply the following distribution rules exhaustively: In Suc, rewrite
every subformula of the former form into the latter form:

ca= Ay (a=B)A(a—=7)
s O(aApB),DaAOp

(b) Apply the splitting rule:

a< BNy
a<f a<y

Now for each obtained inequality ¢; < ;, We apply the following first-
approximation rule:
i < i
o <9 = o <y

Now we focus on each quasi-inequality iy < ¢; = iy < v;, which we call
a system, and use S to denote a meta-conjunction of inequalities. When S is
empty, we denote it as &. We use parentheses around the quasi-inequality to
separate it from other quasi-inequalities when necessary.
2. The reduction-elimination cycle:
In this stage, for each iy < ; = ig < 9;, we apply the following rules to
eliminate all the propositional variables:
(a) Splitting rules:
S=a<pBAy
(S=a<p) (S=a<y)
S&a<pfAy = <9
S&a<pf&a<sy = <9

(b) Residuation rules:
S = a<0Op

S = ¢a<p
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S&a<0OB = p<vy
S&éa<pB = p<

S = a<lf—=y
S = aAnp <y

S&a<f—=vy = p<Y
S&aANf <y = <

(c) Approximation rule:
S = ¢<4v
S&i<yp = i<y

The nominal introduced by the approximation rule must not occur in the
system before applying the rule.
(d) Deleting rules:

S&a<T = <
S= ¢y

S=a<sT
g = a<T

(e) The right-handed Ackermann rule. This rule eliminates propositional
variables and is the core of the algorithm, the other rules are aimed at
reaching a shape in which the rule can be applied.

&0 <p& &_inj<i = o<y
& 1 1;(0/p) < 15(8/p) = @(8/p) < ¥(6/p)

where:

i. pdoesnotoccurinfy,...,0,;
ii. Each n;, 4 is positive, and each ¢;, ¢ negative in p, for 1 < i < my;
iii. 8 :=6;Vv...V0,.

3. Output: Ifin the previous stage, for some systems, the algorithm gets stuck, i.e.
some propositional variables cannot be eliminated, then the algorithm halts and
output “failure”. Otherwise, each initial system after the first approximation has
been reduced to a set of pure quasi-inequalities Reduce(ip < ¢; = iy < ¥;),
and then the output is a set of pure quasi-inequalities | J, ;Reduce(ip < ¢; =
ip < ;). Then we can use the conjunction of the standard translations of the
quasi-inequalities to obtain the first-order correspondence (notice that in the
standard translation of each quasi-inequality, we need to universally quantify
over all the individual variables).
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Example 1. We give an example of how ALBA is executed. Here for the sake
of clarity we add propositional quantifiers and nominal quantifiers before the quasi-
inequality.

Vp(Bp — p)

Vp(Op < p)

VpVi(i < Op =i < p)
VpVi(#i<p =i<p)

Vi(i < #)

ViV (ST, (i) — ST, (#i))

ViV (i C o — Jy(Ryx A ST,(i)))
ViVz(i C oz — Jy(Ryxz Ai C y)).

Example 2. We give another example showing how ALBA is executed, up to the
end of Stage 2.

Vp¥q((O(p — ¢) A OOp) — O(p A q))

Vp¥q(O(p — ¢) AOOp < O(p A q))

VpVgvi(i < O(p — q) ADOp = i< O(pAg))
VpVgVii < O(p — ¢) &i<0O0p = i< O(pAq))
VpVgVi(#i<p — q & #4i<p = i< O(pAg))
VpVgVi(#iAp < g & #4i<p = i< DO(pAq))
VpVaYi(#i N 44 < g = i < O(04iNQ))
VPVQVi(& @ = i < O(04iA (#iA $4i))).

Here & @ means that there is no inequality in the antecedent part of the quasi-inequality.

6.2 The modal meet-semilattice logic case

In the present subsection, we define the algorithm ALBA which computes the
first-order correspondence of the input inequality and quasi-inequality in the style of
[10, 24]. The algorithm ALBA proceeds in three stages. Firstly, ALBA receives an
inequality of the form ¢ < ¢ or a quasi-inequality of the form

1< & ... &op <P = 9 <Y,

and treat it as a quasi-inequality (in case of an inequality, we take n to be 0).
1. Preprocessing and first approximation:

(a) Apply the following distribution rule exhaustively: Ingp; <Y1 & ... & ¢, <
U = @ <, inq,. .., Py, p, rewrite every subformula of the form
O(a A B) into Do A Of.
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After this step, we obtain a quasi-inequality of the form
1 <YL & ... &y <Y = <.

(b) Apply the splitting rule exhaustively toeach ¢} in 1 < Y] & ... & ¢, <
P! = ¢’ <) (notice that this rule operates on an inequality rather than
the whole quasi-inequality):

a<BAy
a<lf a<ly

After this step, we obtain a quasi-inequality of the form
S = ¢ <4,

where S is a (possibly empty) meta-conjunction of inequalities.

(c) Apply the first-approximation rule to the quasi-inequality S = ¢’ <
obtained in the previous stage (notice that this rule operates on the whole
quasi-inequality):

S=>¢'<v¢
S&i<y =iy

We call a quasi-inequality also a system, and use S to denote a meta-conjunction
of inequalities.
. The reduction-elimination cycle:
In this section, for the system S = i < 1, we use the splitting rule and the
residuation rule to the inequalities in S and finally apply the right-handed Ack-
ermann rule to the whole system. In this stage, the splitting rule and the resid-
uation rule operate on a single inequality and the right-handed Ackermann rule
operates on the whole quasi-inequality.
(a) Splitting rule:
a< BNy
a<f&a<y
(b) Residuation rule:
a <0
¢ <p

(c) The right-handed Ackermann rule. This rule eliminates propositional
variables and is the core of the algorithm, the other rules are aimed at
reaching a shape in which the rule can be applied.

&?:191- <p& &;-nzlnj < = i<a
&1 nj(0/p) < 1j = i< a(9/p)

where:
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i. pdoes notoccurin fq,...,0,;
ii. p does not occurin iy, ..., Lm;
ii. :=60,VvV...v0,. Whenn=20,0 = 1.

3. Output: If in the previous stage, the algorithm gets stuck, i.e. some proposi-
tional variables cannot be eliminated, then the algorithm halts and output “fail-
ure”. Otherwise, the initial system after the first approximation has been re-
duced to a pure quasi-inequality Reduce(p; <1 & ... & pp <, = ¢ <
1), and then the output is the pure quasi-inequality and its standard transla-
tion (notice that in the standard translation of the quasi-inequality, we need to
universally quantify over all the individual variables).

7 Success of the Algorithm

In the present section, we show the success of the algorithm on any inductive
formula for the modal meet-implication logic case and the success of the algorithm
on any Sahlqvist inequality and any inductive quasi-inequality for the modal meet-
semilattice case.

7.1 The modal meet-implication logic case

In the present subsection, we show the success of ALBA on any inductive for-
mula.

Theorem 9. ALBA succeeds on any inductive formula p — 1 and outputs a set of
pure quasi-inequalities and a first-order formula.

Proof. The proofis similar to [24, Section 7]. We check the shape of the inequality
or system in each stage, for the input formula Ant — Suc:

Stage 1. After applying the distribution rules, it is easy to see that Ant is of the
form /\ PIA,, and Suc becomes the form A Suc’, where

Suc’ :=p| T | PIA; — Suc’ | OSuc'.

Then by applying the splitting rule, we get a set of inequalities of the form
APIA, < Suc.

After the first approximation rule, each system is of the form ip < A PIA, =
io < SHC/.

Stage 2. In this stage, we deal with each system ip < A\ PIA, = iy < Suc’.

 For the inequality iy < A PIA,, by first applying the splitting rule for A and
then exhaustively applying the residuation rules for O and —, we get inequali-
ties of the form MinVal, < p or MinVal, < T, where

MinVal, ::= i | 4MinVal, | MinVal, A POSy4,,
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where A, = {q € Prop | ¢ <q p}.
Now the system is of the form &(MinVal, < p) & &(MinVal, < T) =
ip < Suc’. By applying the deleting rule, we get a system of the form &
(MinVal, < p) = iy < Suc’.

+ Now we deal with the iy < Suc’ part.

— If the system is of the form
&(MinValp <p) = ip < PIA, — Suc,
then we apply the residuation rule for — and get
&(MinVal, < p) = ip APIA, < Suc,
then we apply the approximation rule for the succedent and get
& (MinVal, < p) & j <igp APIA, = j < Suc,
then we apply the splitting rule for the antecedent and get
&(MinVal, < p) &j <ip &j < PIA, = j < Suc/,
then by the reduction for iy < PIA,, we get a system of the form
&(MinVal, < p) &j <ip = j < Suc’.
— If the system is of the form
&(MinValp <p) = ig < OSuc,
then we apply the residuation rule for O and get
&(MinValp <p) = ¢ig <Sud,
then we apply the approximation rule for the succedent and get
&(MinVal, < p) & j < #ip = j < Suc’.

Therefore, by the reduction strategies above, we get a quasi-inequality of the
form
&(MinValp <p)&Pure = j<gq

or
&(MinVal, < p) & Pure = j< T.

The second case can be further reduced by the deleting rule for the succedent
to
g = j<T,

and all propositional variables are eliminated.
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* Now we are ready to apply the right-handed Ackermann rule to an 2-miminal
variable g to eliminate it. Then since there are only finitely many propositional
variables, we can always find another {2-miminal variable to eliminate. Finally
we eliminate all propositional variables and get a pure quasi-inequality and its
standard translation.

O

7.2 The modal meet-semilattice logic case

In the present subsection, we prove that the algorithm succeeds on any inequality
¢ < 9 and any inductive quasi-inequality o1 < 1 & ... & pp < VY, = © < Y,
i.e. there exists an execution such that the algorithm output a quasi-inequality and the
standard translation.

Theorem 10. ALBA succeeds on any inequality o < .

Proof. In the preprocessing stage, by the distribution rule, ¢ < ) is transformed
into A\, o; < v, where each ; is of the form O*ip or O T or O¥i | for some propo-
sitional variable p and k; > 0 (we call this kind of «; a boxed atom).

By the first-approximation rule, we geti < A, o = i < ).

In the reduction-elimination cycle, by the splitting rule, we have &;i < o =

i<

By the residuation rule, we have &i *Fii < p & Pure = i <, where Pure
is a meta-conjunction (possibly empty) of pure inequalities.

Then by the right-handed Ackermann rule we can eliminate all propositional
variables. ]

Given a dependence order <g, we say that a quasi-inequality a; < 8 & ...
& o < 8, = «a < [ satisfies the variable occurrence restriction of <q, if for
each o; < (3;, each propositional variable p occurring in «; and each propositional
variable ¢ occurring in 3;, we have p <q q.

Theorem 11. ALBA succeeds on any inductive quasi-inequality p1 < 1 & ... &
on < Pp = @<

Proof. We assume that the dependence order is <g,.

In the preprocessing stage, by applying the distribution rule exhaustively, we get
a quasi-inequality of the form 1 < ] & ... & v, < ¢, = ¢’ < 1), where each
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1} and ¢’ are conjunctions of boxed atoms, where the variable occurrence restriction
of < is still satisfied.

By applying the splitting rule exhaustively, we get a quasi-inequality of the form
S = ¢ < 1, where ¢ is a conjunction of boxed atoms, and for each inequality
a < Bin S, we have that 3 is a boxed atom, and the variable occurrence restriction
of < is still satisfied.

By applying the first-approximation rule, we get a quasi-inequality of the form
S&i < ¢ = i< 1, where S and ¢ are described as above, and the variable
occurrence restriction of <, is still satisfied.

In the reduction-elimination cycle, by the splitting rule, we have S& S’ = i <
1, where for each inequality & < S in S, we have that ( is a boxed atom, and each
inequality in S’ is of the form i < /3 where 3 is a boxed atom, and the variable occur-
rence restriction of <q is still satisfied.

By applying the residuation rule, we have T & T/ = i < ), where in each
inequality v < § in T, 0 is a propositional variable or L or T, and in each inequality
v < §in T/, y is pure and § is a propositional variable or L or T. The variable oc-
currence restriction of < is still satisfied.

Now we can choose a propositional variable p which is <q-minimal. By the
< q-minimality of p and the variable occurrence restriction of <q, for each inequality
~ < pin T and T', we have that ~ is pure.

Therefore, we can apply the right-handed Ackermann rule. After applying this
rule, we can check that the quasi-inequality is of the form U & U’ = i < ¢/, where

* in each inequality v < § in U, 9 is a propositional variable or L or T;

* in each inequality v < ¢ in U’, ~y is pure and ¢ is a propositional variable or |
or T;

» the variable occurrence restriction of <, is still satisfied.

Therefore we can choose a <q-minimal propositional variable from the remain-
ing variables, and apply the right-handed Ackermann rule on it, and after applying
this rule, the three conditions above are still satisfied. By repeating this procedure,
we can eliminate all the propositional variables. |
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8 Soundness of the Algorithms: The Discrete Case

8.1 The modal meet-implication logic case

In this subsection we show the soundness of the algorithm for inductive formulas
with respect to modal I-frames. The soundness proof follows the style of [10].

Theorem 12 (Soundness). If ALBA runs according to the success proof on an input
inductive formula ¢ — 1 and outputs a first-order formula FO(p — 1), then for
any modal I-frame F = (X,C, R),

FIF ¢ — ¢ iff F E FO(p — 1).

Proof. The proof goes similarly to [10, Theorem 8.1]. Let o — 1 denote the input
formula, {ip < ¢; = ip < ;}ier denote the set of quasi-inequalities after the
first-approximation rule, let {Reduce(ip < ¢; = ip < ¥;)}ier denote the sets of
quasi-inequalities after Stage 2, let FO(¢ — 1) denote the standard translation of
the quasi-inequalities in Stage 3 into first-order formulas, then it suffices to show the
equivalence from (1) to (4) given below:

Fl- o (1)
Fl-ip < @i = io <y, forallic I )
F IF Reduce(ip < ¢; = ip < 1)y), forallie I 3)
F = FO(p — 1) 4)

The equivalence between (1) and (2) follows from Proposition 13;
The equivalence between (2) and (3) follows from Propositions 14, 17;
The equivalence between (3) and (4) follows from Proposition 6. (I

In the remainder of this section, we prove the soundness of the rules in each
stage.

Proposition 13. The distribution rules, the splitting rule are sound in ', and the first-
approximation rule is sound in I, i.e. (1) and (2) are equivalent.

Proof. For the distribution rules and the splitting rule, the proof is similar to [10].
For the distribution rules, it follows from the following equivalences: for any
modal I-frame FF, any valuation V' on IF, any world w € X,

e FViwlka— Ayiff B, VwlF (o — B) A (e —7);
o F,ViwlkO(aApB)iff F,V,wlk Oa A OpS.
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For the splitting rule, it follows from the following equivalence: for any modal
I-frame F, any valuation V on I,

F,VIFa<BAyiffF,VIFa<BandF,VIFa <~y

For the first-approximation rule, we have the following lemma:

Lemma 3. For any modal I-frame F, any valuation V on F, if V(i) = 14, then
F,VIFi<aifF,V,ila.

Proof of Lemma 3

F,VIFi<a
iff V(i) CV(a)
iff 1 C V(a)
iff ieV(a)
iff F,V,ilF .

Therefore, for any modal I-frame F,

* Assumel IF ; < 4);. Forany valuation V onF,if F, V IF i < ¢;,then V(i) =
14 forsome i € X. Thus F, Vi IF @;, 501 € V(g;). Since F I- p; < 1, we
have V' (¢;) € V(1;),s01 € V (1)), therefore F, Vi I- 1, ie. F, V IF i < ;.
SowegetF,VIFi<y, = i<y;forany V onF.

* For the other direction, assume that F |- i < ¢; = i < ;. Then for any
valuation V on I, it suffices to prove that V (y;) C V(v);). Takeany i € V (¢;),
consider the valuation V' = VTi{i}, then since i does not occur in ¢;, we have
that V'(i) = 14 and V'(;) = V(¢;). So we have F, V' i IF ¢;, by Lemma 3
wehave F, V' IFi < ¢, s0 fromF IFi <, = i< wegetF, V' IFi <)y
and F, V' i Ik 4;. Soi € V'(1¢;), since i does not occur in 1);, we have that
V' (¢;) = V(). So i € V (1), therefore V (p;) C V(1);). Since V and ¢ are
arbitrary, we have F I ¢; < ;.

O

The next step is to show the soundness of each rule of Stage 2. For each rule,
before the application of this rule we have a system S = Ineq, after applying the
rule we get a system S’ = Ineq’, the soundness of Stage 2 is then the equivalence of
the following:

* FIFS = Ineq
¢« FIFS = Ineq
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It suffices to show the following property for the splitting rule, residuation rules
and the deleting rules:

For any F, any arbitrary valuation V,
F,VIFS = Ineqiff F,V IF S = Ineq'.

For the first-approximation rule, we prove it directly.
For the right-handed Ackermann rule, we also prove it directly.

Proposition 14. The splitting rule, the approximation rules, the residuation rules and
the deleting rule in Stage 2 are sound in both directions in F.

Proof. The soundness proofs for the splitting rules and the residuation rules are
similar to the soundness of the same rules in [10].

» For the splitting rules, it follows from the following equivalence: for any modal
I-frame I, any arbitrary valuation V' on F,

F,VIFa<BAyiffF,VIFa<BandF,VIFa<-.

* For the residuation rules, it follows from the following equivalence: for any
modal I-frame I, any arbitrary valuation V on F,

FVIFa<OBiffF,V IF ¢a < 3;
- FVEkEa<p—o~iff(,VIFang <.

The first equivalence above follows from the fact that 4 : 7(X) — F(X) and
O: F(X) — F(X) form an adjunction pair, and the second equivalence above
follows from the fact that N and — (as defined on page 29) form a residuation
pair (since F(X) is an implicative semilattice).

* Forthe approximation rule, the soundness proofis similar to the first-approximation
rule: for any modal I-frame T,

— Assume F IS = ¢ <. For any valuation V on F, if F, V' I S and
F,VIFi<p,then V(i) = i forsomei € X. Thus F, Vil p,s01i €
V(). Since F I ¢ < 1, we have V(¢) C V(v),s0i € V (1), therefore
F,Viilky,ie F,VIFi<y. SowegetF,VIFS&i<yp = i<y
forany V on F.

— For the other direction, assume that F IF S & i < ¢ = i < 4. Then
for any valuation V' on F, assume that F, V' I S, it suffices to prove that
V(e) C V(¢). Take any i € V (), consider the valuation V' = VTi{i}’

then since i does not occur in ¢ and S, we have that V'(i) = 14, V'(¢) =

V(e) and F, V' |- S. So we have F, V' i I ¢, by Lemma 3 we have

FV'IFi<gpsofromFlIFS&i<yp = i<ywegetF,V'IFi<q

and F, V' i IF 4. Soi € V' (1), since i does not occur in ¢, we have that

V() = V(¢). Soi € V(¢), therefore V(¢) C V(). Since V and i

are arbitrary, we have F IF S = ¢ <.
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* The soundness of the deleting rule is trivial, since e < T always holds in any
modal I-model.

O

Proposition 15. The right-handed Ackermann rule applied in the success proof is
sound in F.

Proof. Without loss of generality we assume that n = 2 and m = 1. Then it suffices
to show that the following are equivalent:

s FIFO1<p&<p&n<i: = o<1y
o FlFn(01Vo2/p) <61V O2/p) = w(01V02/p) < (61 V02/p).

J: Assume that F I 0 < p& Oy < p&n <t = ¢ < 1. Then for
any arbitrary valuation V on F, if F, V' |- n(0; V 62/p) < (01 V 62/p), then take
V' = V$(01v02)8> then since p does not occur in 61, 62, we have that V' (61 V 6;) =
V(@l vV 92) = V/(p>, therefore V(’l](el V 92/}9)) = V/(?]<91 V 92/[))) = V/(n),
similarly V' (¢(61 V 02/p)) = V' (1), so from F, V' IF (01 V 02/p) < (61 V O2/p) we
get V/(U) - V/(L). Since V’(Gl) - V’(Ql vV 92) = V/(p), V/(GQ) - V’(Ql V 02) =
V'(p), we get F, V' I 61 < p& s < p&n <y, therefore from F |- 6; <
p&Oy<p&n<i = p<twegetF, V' IF @ <. Therefore V() C V' (1).
Similar to n and ¢ we get V' () = V(¢(01 V 02/p)) and V'(¢) = V(1(01 V 62 /p)),
so F,V I o601 V 02/p) < (01 V 03/p). By the arbitrariness of V' we get F |-
(01 V 02/p) < u(01V b2/p) = (61 V b2/p) < 1p(01V 02/p).

1: Assume that F IF n(6; V 02/p) < (61 V 02/p) = (61 V O2/p) < (61 V
02/p). Then for any valuation V on IF, if F,V IF 01 < p& 02 < p & n < ¢, then
V(61) CV(p),V(82) CV(p),V(n) C V(). Therefore V(61 V 63) C V(p), so by
the polarity of p in (61 V 02/p) and ¢(6; V 62/p) we have that V (n(6; V 02/p)) C
Vn) C V() CV((01V602/p)). So from F I n(0; VvV O2/p) < (61 V b2/p) =
@(01V b2/p) < ¥(61 V O2/p) we get V() C V(p(bh V 02/p)) € V(p(61 V
02/p)) € V(¢),so F,V Ik ¢ < . Therefore by the arbitrariness of V' we get
FIFO <p&bO:<p&n<it = ¢ <. O

8.2 The Modal Meet-Semilattice Logic Case

For the soundness proof of the algorithm for inductive quasi-inequalities with
respect to modal M-frames, the proof for the rules here are essentially the same as the
same rules in the modal meet-implication logic setting. Notice that the right-handed
Ackermann rule here is a special case of the right-handed Ackermann rule there.

8This is the point where we will dicuss in the next section.
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9 Soundness of the Algorithms: The Descriptive Case

9.1 The modal meet-implication logic case

In this subsection we show the soundness of the algorithm for inductive formulas
with respect to descriptive modal I-frames. The proof also follows the style of [10].

Theorem 16 (Soundness). If ALBA runs according to the success proof on an input
inductive formula ¢ — 1 and outputs a first-order formula FO(p — 1), then for
any descriptive modal I-frame F = (X,C, R, A),

Flta o = Y iff FEFO(e — ).

Similar to the modal I-frame case, it suffices to show the soundness of each
rule in the algorithm with respect to the admissible semantics. Indeed, for most of
the rules, since in the equivalence involved, either they do not change valuation (so
admissible valuation remains admissible), or only the valuation of a new nominal
changes (so admissibility of valuation does not change either), the proof is essen-
tially the same as in the soundness proof with respect to arbitrary semantics. The
only exception is the right-handed Ackermann rule, which changes the valuation of
a propositional variable. In arbitrary semantics it does not matter, since the value
of 61 V 02 and other formulas in the minimal valuation part always exist in F(X).
However, we cannot guarantee that the value of 6; V 02 and other formulas in the
minimal valuation part is a clopen filter, so we need another soundness proof of the
right-handed Ackermann rule with respect to descriptive modal I-frames.

9.1.1 Analysis of the right-handed Ackermann rule

Before we show the soundness of the right-handed Ackermann rule with respect
to descriptive modal I-frames, we consider the application of the right-handed Acker-
mann rule in the success proof. The analysis is very similar to the one in [24, Section
9.1].

Before the application of the right-handed Ackermann rule, the system is of the
shape S = j < t, where p is the current {2-minimal propositional variable, and ¢
might be p or another propositional variable or a pure formula, and S consists of the
following inequalities:

* MinVal,; <p,...,MinVal , < p;
* inequalities of the form MinVal; < q, where q # p;
* pure inequalities.

Here MinVal. € C, for r = p, ¢, where C, is defined as follows:

Cru=i|T|L]|s|6C.|0C,|C.AC,|C,VC,



Fei Liang, Zhiguang Zhao / Correspondence Theory for Modal Semilattice-Based Logic in Filter Semantics 57

where s is a propositional variable of dependence order below r. It is easy to see
that each MinVaI;MA is pure (since all propositional variables below p are already
eliminated), and MinValﬁI may or may not contain p.

Now denote \/, MinVallfD’i as V). After the application of the right-handed Ack-
ermann rule, the system is of the shape S’ = j < ¢(V,/p), and S’ consists of the

following inequalities:

* inequalities of the form MinVall(V,/p) < ¢;
* pure inequalities.

It is easy to see that in the system, in each non-pure inequality in S', they are of
the form MinValé (Vp/p) < ¢, which still fall in the categories described as before
the application of the right-handed Ackermann rule. Also, the first application of the
right-handed Ackermann rule is a special case of the situation described above.

Therefore, it suffices to show that for the system S = j < ¢, t is p or another
propositional variable or a pure formula, and S consists of the following inequalities:

. Min\/'adgm1 <p,... ,MinVallfD’n <p;

* inequalities of the form MinVal; (p) < g, where ¢ # p and MinVal; (p) con-
tains positive occurrences of p;

* inequalities that do not contain p;

The application of the right-handed Ackermann rule on variable p is sound with re-
spect to admissible valuations.

9.1.2 Proof of topological Ackermann Lemma

In what follows, when we refer to IF and X, if we do not mention specifically,
they refer to a descriptive modal I-frame. We use C'(X) to denote the set of closed
filters of X and A to denote the set of clopen filters of X. We also denote Y := R[Y]
and OY := (R~1(Y9))e.

Lemma 4 (Lemma 2.2 in [21]). Let (X,M, T,7) be an M-space and F C X a filter
in (X,MN,T). Then F is closed in (X, T) if and only if it is the intersection of all
clopen filters that contain F.

Corollary 1. ForanyY € C(X), Y is an intersection of a non-empty downward-
directed collection of elements in A, i.e. VY € C(X), Y = (), X; for some non-empty
downward-directed { X; };c; C A.

Lemma 5. A filter of X is closed iff it is principal, i.e. of the form Tx. Therefore,
1tz € O(X) for any x € X. Especially, {T} € C(X).

Proof. The proof is similar to [5, Lemma 2.8].
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To prove that every 1z is closed, it suffices to show that tx = ([{F € A | z €
F'}. Tt is easy to see that for any F' € Asuchthatz € F, Tz C F,sotx C ({F €
Al x € F}. Ify ¢ tz, then x £ y, by differentiatedness there is an F' € A such that
xre€Fandy ¢ F.soy ¢ (({F € A|xz € F}. Therefore({F € A|x € F} C 1z

To prove that every closed filter is principal, suppose otherwise, there is a closed
filter F' which is not principal, then for any x € F there isay € F such that x [ y.
Then by differentiatedness there is an F,, € A such that x € F, and y ¢ F,, so
F gZ F,. While F' C UxeF F, so by compactness there are x1,...,x, € F such
that F' C U?:l F,,. Now for each x; € F thereis ay; € F such that z; £ y;
andy; ¢ Fy,. Soyi M...MNy, ¢ F,, foreachi = 1,...,n, but F is a filter, so
y1M...My, € F,acontradiction to F C |J;_, F,. O

Lemma 6. IfY € C(X)and Z € C(X), thenY vV Z € C(X).

Proof. By Lemma5,Y = ftyand Z = tz forsome y,z € X. ThenY V 7 =
{yYMZ|lyCyandzC 2} ={yNz} e CX). O

Lemma 7 (A Variation of Proposition 4.4 in [6]). Let (X,C, R, A) be a descriptive
modal I-frame. If Y € C(X), then R[Y] € C(X), i.e. 4Y € C(X).

Proof. LetY € C(X). Letx ¢ R[Y]| =J{R(y) : y € Y}. Then x ¢ R[y] for all
y € Y. By Definition 10, R[y] = ({a € A | R[z] C a}, therefore R[y] € C(X)
and there exists Uy € A such that x ¢ U, and R(y) C U,. Soy € OU, for all
y € Y. Consider the family Z = {OU, : y € Y}, then Y C [JZ. By Corollary 1
and compactness, we have that there are 1, ...,y, € Y suchthatY C OU,, U... U
oU,, COWW0U, U...UUy,)andx ¢ Uy, U...UU,,.

Now take V, tobe Uy, V...V U,,, then Y C O(U,, U...UU,,) € O(U,, V
...V Uy,) CO(V,), then R[Y] C V,. Then by Lemma 6, V,, € C(X).

Then we can show that R[Y] = [, 4y Va: If 2 € R[Y], then 2z € V;, for all
x ¢ R[Y], 502 € (\gpy) Vo If 2 € R[Y], then 2z ¢ V., 50 2 ¢ (4 gy Va- Since
each V; € C'(X), we have that R[Y]| € C(X). O

Lemma8. . ACC(X).
2. 0N, Xs =N 0 Xy, forany X; C X.
3. IfY € C(X), then OY € C(X).

Proof. 1. Trivial.
2. By the fact that O is completely intersection preserving.
3. An easy corollary of items 1 and 2.
O

Lemma 9. ¢, X; = [\ #;X; for any non-empty downward-directed {X;}ic; C
C(X).
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Proof. The proofis essentially the same as [24, Lemma 4]. The direction 4 (), X; C
() #:X; is easy. For the other direction, suppose there is a Y € C(X) such that
¢, Xi; C Y. Then there is a collection {Z;};c; € A suchthatY = (1;Z;.
Therefore, 4 (), X; C Z; forall j. Thus ("), X; € 0OZ; forall j. By compactness and
the downward-directedness of X;, we have that for all j and some k; depending on j,
Xy, C0OZj, ie., $Xg, C Zj, 50 (), #X; C Z; forall j,so (), 4X; C ﬂj Zj =Y.
Now take Y = 4(), X;, we have [, ¢X; C ¢, X;. O

Lemma 10. For any formula o(q, i, p) built up from nominals, T, L, propositional
variables using %, 0, A, V, consider the following valuation: V (q) =Y, where Y €
A, V(i) =1z, wherex € X, V(p) = Z, where Z € A, then V (a(q,i,p)) € C(X).

Proof. By induction on the complexity of a(g, i, p).

+ For nominals, from Lemma 5, Tz € C(X) forall z € X.

» For T, it is easy to see that X is a clopen filter of X.

+ For L, from Lemma 5, {T} € C(X).

* For propositional variables, it follows from Lemma 8.

* For ¢, it follows from Lemma 7.

e For 0O, it follows from Lemma 8.

« For A, it follows from that C'(X) is closed under taking intersection.
e For V, it follows from Lemma 6.

0

Lemma 11. For any formula o(q, i, p) built up from nominals, T, L, propositional
variables using 4,0, \,V, foranyY € A corresponding toq, any Tx (where x € X)
corresponding to i, any non-empty downward-directed { Z; };c1 C C(X) correspond-
ing to p, we have (), B(Y, 1z, Z;) = B(Y,tx,N; Zi).?

Proof. By induction on the complexity of a(q, i, p).

* For nominals, T, 1, propositional variables, trivial.

* For ¢, it follows from Lemma 9.

e For O, it follows from Lemma 8.

e For A, trivial.

« For V, it suffices to prove that (),(y V 6)(Y, 1z, Z;) = (v V &)Y, Tz, ), Zi).
For the sake of simplicity, we write (Y, 1z, Z;) as 6(Z;). Then we need to
prove that (), (v V 6)(Z;) = (v V 6)((; Zi)-

It is easy to see that (),(y V 0)(Z;) 2 (v V )([); Zi). For the other direction,
we first prove the following statement:

Here by B(Y, {2}, Z;) we mean V() under the valuation where V' (q) = Y, V(i) = {z}, V(p) =
Z;.
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Forany U € A, if (y Vv d)((); Zi) C U, then (,(yvV6)(Z;) CU.

Proof of statement. Assume that (v Vv 6)((), Z;) C U, theny(); Z;) C U
and §(("); Z;) C U. By induction hypothesis, we have (), v(Z;) = v(; Zi)
and (), 6(Z;) = 6(); Zi), so we have (), 7(Z;) € U and (), 6(Z;) C U. By
compactness and downward-directedness of {Z;};c; € C(X), we have that
there are j, k € I such that v(Z;) C U and 6(Z;) C U, so thereisanl € I
such that Z; C Z; N Zy and v(Z;) C U and 6(Z;) C U,so (yV9)(Z;) C U,
therefore (), (y Vv 0)(Z;) C U. O

From this statement we can prove the second statement:
Forany U € C(X), if (v V§)((; Zi) C U, then(,(yV 6)(Z;) CU.

Proof of statement. Assume that (y vV 0)((); Z;) € U and U = (), V;
where V; € Aforall j € J. Then (y Vv 6)(();Z;) C Vj forall j € J. By
the first statement, we have that ("),(v v §)(Z;) C V; for all j € J. Therefore

Ni(vVo)(Z;) CU. O
Now take U = (v V 6)([); Zi), then we get (),(v V 6)(Zi) C (v V 6)(; Zi)-
U

Now we come to the soundness proof of the right-handed Ackermann rule for
< q-minimal propositional variable p with respect to admissible valuations when we
have the system S = j < ¢, where ¢ is p or another propositional variable or a pure
formula, and S consists of the following inequalities:

. MinVal;’l <p,... ,MinValﬁm <p;
+ inequalities of the form MinVal; (p) < ¢, where ¢ # p and MinVal/ (p) con-
tains positive occurrences of p;

* inequalities that do not contain p;

and after the right-handed Ackermann rule, we have the system of the shape S’ =
i <t(Vp/p), and S’ consists of the following inequalities:

« inequalities of the form MinVal, (V,/p) < ¢;
* inequalities that do not contain p before the application.

Proposition 17. The right-handed Ackermann rule applied as in the success proof is
sound in any descriptive modal I-frame T.

Proof. The spirit of this proof is essentially the same as [10, Lemma 9.3], but the
proof details are quite different.

Without loss of generality we assume that S contains the following inequalities
and t is p (since when ¢ is not p then j < ¢ does not contain p and the proof will be
easier):
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. MinValfDJ <np, MinVal;LQ <p;

* one inequality of the form MinVall(p) < ¢, where ¢ # p and MinVal (p)
contains positive occurrences of p;
» one inequality Ineq that do not contain p.

Then after the application of the rule, we have the system of the shape S’ =
j <V, and ' consists of the following inequalities:

* one inequality of the form MinVal, (V,/p) < ¢;
» one inequality that do not contain p before the application.

« FlFaS = j<p;
« FlbaS = j<V,.

For the 1 direction, the proofis essentially the same as in the arbitrary semantics
case (just replace “any valuation” by “any admissible valuation”).
For the |} direction, assume that

Flky MinVal;J <p& MinVaI;LQ <p& MinVal;(p) <qg&lneq = j<p.
Take any admissible valuation V on F. If
F, VI MinValg(Vp/p) <g&IneqandF,V I j<V,,
then we take the arbitrary valuation
I _ P
V=W,
which is almost admissible except at p, since
V'(p) = V(V,) € C(X)
by Lemma 10. Then since p does not occur in V,,, we have that
VI(Vp) =V (Vp) =V'(p),
therefore
V(MinVal,(V,/p)) = V'(MinVal,(V,/p)) = V'(MinVal,(p)),
so from F, V' I MinVal, (V,/p) < g we get
V/(MinVall(p)) € V(¢q) = V'(q).
Now we denote MinVal; (p) as 6(p), then we get

o(V'(p)) = V'(0(p)) € V'(g)."?

10See the notation on page 59.
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Since V'(p) € C(X), we have that
Vip)=([{Y €eA|V'(p) CY}
Since (p) € C, (see page 56), by Lemma 11, we have that
0(V'(p)) = 0(( YD = 0(Y),

soNO(Y) C V'(q). Since Y € A, we have (Y) € C(X) by Lemma 10. By
compactness and downward-directness and non-emptiness of {Y € A | V/(p) C
Y} CACC(X), thereisaY € A suchthat 6(Y) C V'(q).

FromF, V ¥ j <V, we have

VH) ZV(Vy) =V'(p)=[[{Y € 4| V(p) S Y}
Assume that V' (j) = 1 for j € X, then the above is equivalent to
jE( WY eA|V(p)CY),

sothereisaY’ € Asuchthat V'(p) CY andj ¢ Y.
Now take Z =Y NY’, then

j & Zand0(Z) CO(Y) CV'(q),

S0
V(j) € Zand 6(Z) C V'(q).

Now define V" := V7, then V" is an admissible valuation. Since p does not
occur in V,,, we have

V'(V,) = V(V,) = V'(p) € Z = V"(p),

SO
F,V"IF MinVal;?’1 <p& MinVal;’2 <np.

By 6(Z) C V'(q), since (Z) = V"(0) and V" (q) = V'(q), we have
F,V"I-0(p) <q, ie F, V"I MinValg(p) <q.
Since Ineq does not contain p, from F, V' I Ineq we have
F, V" I Ineq.
By

F k4 MinVal;)’l <p& MinValgﬂ <p& MinVal;(p) <qg&lneq = j<p
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we get
FV"IFj<p,

Le.
V(i) =V"() cV"(p) =Z,
a contradiction to V' (j) € Z. So
F,VIF MinVaI;(Vp/p) <qg&IneqandF,V I j<V,
cannot hold, therefore
F,V IF MinVal} (V,,/p) < ¢ & Ineq = j < V),
Since V' is any admissible valuation, we have

F I-4 MinVal, (V,/p) < ¢ & Ineq = j < V.

9.2 The modal meet-semilattice logic case

For the soundness proof of the algorithm ALBA for inductive quasi-inequalities

with respect to descriptive modal M-frames, the proof for the rules here are essentially
the same as the same rules in the modal meet-implication logic setting. Notice that

the analysis of the right-handed Ackermann rule for descriptive modal I-frame setting

can be adapted here without modification.

10 Conclusion

In this paper, we study the correspondence theory for modal meet-implication
logic and modal meet-semilattice logic, in the semantics provided in [21]. We study

both the discrete correspondence theory over modal I/M-frames, and the topological

correspondence theory over descriptive modal I/M-frames.

We give the following concluding remarks:

» The kind of logics we study are not based on algebras that are bounded lattice
expansions, but based on (implicative) semilattices which does not necessarily
have join or bottom. Therefore, this paper can be regarded as another step of
correspondence theory for logics not based on bounded lattices, after [24].

* By the duality given in [21], the relational semantic structures used here (modal
I/M-frames and descriptive modal [/M-frames) are based on a semilattice rather
than just an ordinary partial order (like in intuitionistic propositional logic),
and the propositional variables are interpreted as filters rather than upsets in
arbitrary valuations, and in admissible valuations, propositional variables are
interpreted as clopen filters rather than clopen upsets.
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* In topological correspondence theory, the collection of admissible valuations

(which forms a modal (implicative) semilattice) is not necessarily closed under
taking disjunction and does not necesarily contain the interpretation of bottom,
which makes the proof of the topological Ackermann lemma different from
existing settings.

We point out the following future directions:

* Meet-dense subset. In the current setting, we are able to find the interprants for

the nominals, namely the set that join-generates F(X). However, we are not
able to find a set that meet-generates 7 (X ). If we can find such a set, we are
able to introduce the so-called conominals (see [10]) and have more algorithm
rules that are applicable, and maybe even the left-handed Ackermann rule.
Spectral correspondence theory. For modal (implicative) semilattices, the
duality that we use in our setting are Priestley-like dualities where the basis for
the topology are clopen sets. It is also interesting to investigate the spectral
correspondence theory (see e.g. [24]) based on spectral-like dualities for modal
(implicative) semilattices, similar to the dualities developed in [7, 8].
Complexity issues. It is worth investigating the complexity of the problem of
checking whether a formula/an inequality/a quasi-inequality is inductive, and
the complexity of the algorithm given that the input formula/quasi-inequality
is inductive.
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