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Modal Logics over Semi-lattices and Lattices with
Alternative Axiomatization*

Xiaoyang Wang

Abstract. This paper builds on the previous work starting by X. Wang and Y. Wang (2022,
2023) on modal logics over lattices, exploring further the complex relationship between modal
logic and lattice theory. In our initial research, we utilized polyadic hybrid logic with binary
modalities (sup), (inf) to discuss lattices via standard semantics. This paper introduces a fo-
cused examination of meet semi-lattices, structures in which not every pair of elements nec-
essarily has a supremum. To address meet semi-lattices, it employs the language of polyadic
hybrid logic with unary modality P and binary modality (inf). Subsequently, a complete ax-
iomatization of polyadic hybrid logic over semi-lattices is obtained. In our earlier work, the
definition of lattices was primarily based on partial order relations. In the latter part of this
paper, an alternative definition of lattices that aligns more with an algebraic perspective is pro-
posed, and the corresponding axiomatic results are provided.

1 Introduction

Lattices have long been foundational to both the algebraic and logical disciplines,
tracing back to early works such as that of [10]. The advancements in lattice theory
by [6] provided logicians with robust tools for exploring classical and non-classical
logics, as demonstrated in the application to quantum logic by [5]. Moreover, lattices
have been utilized to structure truth values in many-valued logic, notably in [15], and
to form frameworks for families of modal logics ([9]). Despite these comprehensive
uses, the intersection of modal logic and lattice structures, particularly using modal
logic to capture lattices as Kripke frames, remains underexplored.

The pioneering work about this was introduced by [11]. By using step-by-step
method, Burgess obtained a complete tense logic over strict preorders with upper and
lower bounds for each pair of elements (not necessarily supremums and infimums),
but without greatest or minimal elements. Besides Burgess’ work, [13] considered
tense logic and its various extensions over Medvedev frames, which can be seen as
the special finite meet-semilattices. These works focus on the language of tense logic
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with binary modalities F,P. In [1, 2, 3], two binary modalities (sup), (inf) were
introduced in the study of modal information logic (MIL). Axiomatizations of MIL
with (sup) only have been obtained by [14] over pre-orders and partial orders with
quasi-least(or minimal) upper bounds, and over join-semilattices. In [14], Knudstorp
employed the non-hybrid language MIL with a single binary modality (sup) to cap-
ture these structures. However, this language is too weak to distinguish between pre-
order and partial order, as well as quasi-least and minimal upper bound. This weak-
ness in expressive power also complicates the axiomatization of meet-semilattice that
requires infinite axioms.

In the study presented by [16, 17, 18], several completeness theorems for lattices
over the basic tense language TL and a polyadic hybrid language with binary modal-
ities of (sup) and (inf) were introduced. We summarized the completeness results
in the following table, where so-lattices denote lattices over strict orders, and other
classes of structures are based on partial orders.

Language | System | Frame class Primitive modalities | Nominals
TL SL so-lattice L, P,F None

TL L lattice L, P,F None
HLSI HLSI, | lattice £, (sup), (inf) Yes
HLSI HLSIpr | distributive lattice L4 | (sup), (inf) Yes
HLSI HILSTyp | modular lattice £,,,04 | (sup), (inf) Yes

In this paper, we will find the proper modal languages and logic systems to cap-
ture the following frame class: meet semi-lattices and lattices with alternative defini-
tion. In meet semi-lattices not every pair of elements necessarily has a supremum and
thus we have no (sup) in our language. We will show that the binary modality (inf),
together with the unary modality P, can capture the meet semi-lattices. In [17], the
definition of lattices was primarily based on relational understanding. In this paper,
we propose another definition of lattices that leans more towards an algebraic per-
spective, and we provide the corresponding axiomatic results. In this part, the global
modality E is needed in our hybrid language. Summarizing our results, we can add
the following two rows to the table above:

Language | System | Frame class Primitive modalities | Nominals
HPI TPL, meet semi-lattice £j, | P, (inf) Yes
HLSIE HSIE;, | lattice L (sup), (inf), E Yes

The rest of the paper is organized as follows. In Section 2, we give the several
definition of lattices and semi-lattices based on different perspectives. In particular,
we introduce the definition of meet semi-lattice £;, and the alternative definition lat-
tices L. In Section 3 and 4, we give complete axiomatizations for meet semi-lattices
Ly, and lattices L ¢ respectively by using different modal language.
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2 Defining Lattices and Semi-Lattices: Structural Differences

In this section, we will present various definitions of (semi-)lattices, some of
which are classical, while others are defined in the sense of Kripke frames.

2.1 Lattices

As is well known, lattices can be defined as posets with special properties, or
algebraic structures with two binary operators A, Vv. To make a difference between
the logical connectives and algebraic operations of meet and join, in the sequel, we
use A and v to denote the latter. We briefly review the formal definitions.

Definition 1 (Lattice, [7]). A relational structure £, = (L, <) is called a lattice iff
it satisfies the following axioms:

FORef: Vz(xz<x)

FOASym: VaVy(z<yry<xz—-z=y)

FOTrans: VaVyVz(z<yAy<z-oxz<z)
FOSup: VaVydt(z<tay<taVz(x<zAay<z-—>1t<2))
FOInf: VaVydt(t<azAat<yAaVz(z<zaz<y-—>z<t))

Axioms FORef, FOTrans, and FOASym say that < is a partial order (reflexive,
transitive and anti-symmetric), and axioms FOSup and FOInf make sure any two
elements have a least upper bound (supremum) and a greatest lower bound (infimum).
It is not hard to check that the supremum and the infimum of two elements are unique
given the anti-symmetry property of <, so we can define:

x Ay := the infimum of {z,y} x vy := the supremum of {z,y}

Denote the class of lattices as £, = {L, = (L, R) | £, is a lattice }. To capture
£, by modal logic, we use the language of basic tense logic TL (classical modal lan-
guage with two unary modalities F', P). In [16, 17], the TL-system IL. was constructed
and its strong completeness with respect to £, was proven.

Next, we present the classical algebraic definition of a lattice:

Definition 2 ([7]). An algebraic structure £, = (L, A, V) is called a lattice iff it
satisfies the following axioms:

FOIde: Vz((z v =) A (z Az =2x))

FOAss: VaVyVz(((zay)az=xa(yrz))A((zvy)vz=axVv(yVz)))
FOCom: YaVy(((zxay=yax)A(zvy=yvz))

FOAbs: VaVy((zay) vy=y)A((zvy) ay=y))

From this algebraic definition, we can recover the partial order by defining = <
y := (x Ay = x). These two definitions are equivalent to each other ([7]).
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Note that in mathematics, binary functions are essentially ternary relations that
satisfy specific conditions. Therefore, we consider the Kripke frame M = (W, Rqp,
Rint), where Rgy,p, and Ry, ¢ are arbitrary ternary relations on W such that Ry rryz iff
T =y Az, Reypryz iff £ = y v 2. This allows us to use the binary modalities (sup)
and (inf) to characterize the ternary relations Rsy;, and R;,¢ respectively.

There are two ways to understand what makes the frame M = (W, Rgyp, Rint) a
lattice. The first is based on partial order relations and the second on the functionality
of the ternary relations. Let us see the first one:

Note that in a lattice, binary partial order relations can be defined by binary
functions: if x = y A z (i.e., Rinpryz holds), then x < y; if v = y v z (ie., Reypryz
holds), then y < 2. This method can be generalized to any ternary relation. Define
the relations R, R’ as follows:

xRy <= thereis z € W such that R;sxyz;
zR'y <= thereis z € W such that Rg,pzyz.

If R and R’ are inverse relations, and if R is a partial order, then we can define a
lattice structure in the following way: For any two points x, y in the frame, there exist
z,t such that Rg,pzxy and Rinftry, and z,t are respectively the least upper bound
and greatest lower bound of x and y. Formally:

Definition 3 ([17]). A frame F; = (W, Rsup, Ring) is called a lattice iff it satisfies
the following axioms:

FORef: Vz(zRx)
FOASym: VaVy(xRy AyRx — z =y)
FOTrans: VaVyVz(zRy AyRz —» xRz)
FOSym: VzVy(xRy < yR'z)
FOSupm: VaVyVz(Rsupzay = (xRz AyRz AVt(zRt AyRt - zRt)))
FOInfm: VaVyVz(Rinzzy — (2Rx A 2Ry AVE(tRx AtRy — tR2)))
FOEsi: YVaVy3z3t(Rsupzzy A Ringtzy)

where zRy := JzRiprryz, 2R’y := 3zRsypryz. We use Ly = (L, Reup, Ring) to
denote such lattice structures and use £; to denote the class of them.

To capture £;, the language of nominal polyadic modal logic is used in [17]:

Definition 4. Given a countable set of proposition letters P, a countable set of nom-
inals N and binary modalities (sup), (inf), the language of hybrid logic with sup and
inf (HLSI) is defined by the following BNF grammar:

pu=peP|ieN|T[-p|(pAp)|(sup)(p,p) | (inf) (e, ).

Define the following modalities:
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[sup](¢), p):= —~(sup)(-¢, ~p) [inf] (1), p):= ~(inf) (=1, =)
Py):= (sup) (¢, T) Fip:= (inf)(¢), T)
Hi)p:= [sup](¢), 1) Gap:= [inf] (¢), 1)

The HILSI-system HILSIy for £; is listed here ([17]):

Axioms
TAUT: propositional tautologies
Dualy,: ({sup)(p, q) <> =[sup](-p, =q)) A ({inf)(p, q) <> =[inf](-p, ~q))
Kup: [sup](p - ¢,7) = ([sup](p,r) - [sup|(q,))
Kinf: [lnf] (p - g, 7") - ([lnﬂ (pv T) - [1nﬂ (Q7T))
Refp: p - Pp
Sym: (p > GPp) A (p -~ HFp)
Comgyp: (sup)(p,q) — (sup)(q,p)
Comyyg: (inf)(p, q) — (inf)(g, p)
Nom: PF(i A p) < HG(i — p)
Tra: PFPF(i Ap) — PF(i A p)
4r: FFi > Fi
Asym: i - G(Fi — i)
Con’: FPi
supg: Pi APj — P(sup)(i, )

infg: Fi AFj — F(inf) (i, j)
supy: k A (sup) (i, j) > HG((sup)(i, j) - k)
infy: k A (inf) (4, j) > HG((inf) (7, j) — k)
b Rules (p.i)
W= F L _ LAY
P il O TR D ole/pafi

Nominal-Rules
= PF(i A (sup)(j, k)) APF(j Ay) APF(k A p) > ¢
+PF(i A (sup)(v,p)) = ¥

FPF@ A (inf)(4,k)) APF(jAy) APF(kAp) >
=PF(i A (inf)(v,¢)) > ¥

NAME Fiﬁ PASTEqy
¥

PASTE;,¢

In NAME, j does not occur in ¢; in PASTEg,, and PASTEyy, j, k are distinct,
j #1, k+1and do not occur in v, p, .

Theorem 1 ([17]). HILSI; is sound and strongly complete with respect to the class
of lattices £;.

From an algebraic perspective, there is another straightforward way to define the
relational structure (W, Rsup, Ring) as a lattice: Rqy,p and Ry, act as binary functions
and satisfy the algebraic definitions of a lattice. Formally:
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Definition 5. A relational structure M; = (M, Rqup, Ring) is functional iff Rgyy,, Ring
are binary functions, i.e., the following hold:

FOFunE: VaVy3z3t(Rsupzazy A Ringtry)
FOFunUg,p: YaVyV2Vt(Rsupzay A Rewptay = 2z =t)
FOFunUj,s: VaVyVzVt(Ringzxy A Ripgtey — 2z =1t)

Denote the functional structure as My = (M, v, A) Where v =2 vy =z <=
Rgupzxy holds; A :=x Ay = 2z <= Ripszxy holds.
Then lattice can be defined as follows:

Definition 6. A relational structure M; = (W, Rqup, Ring) is called a lattice iff it is
functional and satisfies the axioms listed in Def. 2 where v, A are defined as before.

Weuse L = (L, Rsup, Rinf) to denote such lattice structure and use £ ¢ to denote
the class of them. In the remainder of this paper, when the context is clear, “lattice”
refers to the lattice £ defined by Def. 6.

It is not hard to check that Def. 3 and Def. 6 define the same class of structures,
ie., £ = £;. In[17], we proposed the hybrid polyadic logic over £;. In Section 4,
we will give the hybrid polyadic logic with global modality E over lattices £, which
can be seen as an alternative modal axiomatization of lattices.

2.2 Semi-lattices

At first we give the standard definition of A-semi-lattices:

Definition 7 ([7]). Call a partial order a relational structure M = (W, R) a A-semi-
lattice if R is a partial order < and:

for all a,b € W, there exists max{ce€ W | c< a,c < b}.
Denote a A b = max{c e W | c < a,c < b} as the infimum of {a,b}.

Denote the A-semi-lattice as £,. Similar to lattices, A-semi-lattices also have an
algebraic definition:

Definition 8 ([7]). Let A be a binary function symbol, and call the algebraic structure
M = (W, A) a A-semi-lattice if, for all a,b,c € W:

arna=a
anb=bnaa
an(bac)=(aAb)ac

In a a-semi-lattice, we can define the partial order a < b := there is ¢ such that
a=bnac.
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In the next section, we will discuss how to use the polyadic tense logic (with
unary modality P and binary modality (inf)) to characterize the class of A-semi-
lattices.

Remark 1. In [17], to characterize the lattice £; = (L, Reup, Rinf), We use (sup)
and (inf) as initial symbols in the language, and then define P := (sup)(¢, T) and
Fi := (inf)(¢), T) to describe the partial order and its inverse relation within the
lattice structure.

In A-semi-lattice, we can define F by (inf) to describe the partial order as before.
Moreover, we still need a modality to describe the inverse of the partial order, hence
we need to add a new unary modality P to our language because we no longer have
(sup) syntactically.

3 Hybrid Polyadic Modal Logic over Semi-lattices

Definition 9. Given a countable set of proposition letters P, a countable set of nomi-
nals N and binary modality (inf), the language of hybrid logic with past and inf (HPI)
is defined by the following BNF grammar:

pu=peP|ieN|T[-p|(prp)|Pe|{inf)(e,¢).
Define the following modalities:

[inf](¢, p):= ~(inf)(=¢p, ~p)  Fep:=(inf)(¢, T)
H¢Z: —|P—|’l7ZJ G?/): —lF—l17ZJ

The Kripke model of HPI is My, = (W, R, Rin, V! where Ry, is a ternary
relation in Wand V. = Vp U WN, Vp : P - P(W), Ww : N > W. The Kripke
semantics is defined as follows:

M,sEe1 — s=W()

M, sE Py <= thereist € W such that tRs and M,t = ¢

M, s e (inf)(p,1p) <= therearet,u € W such that Ry.¢stu, M, tE ¢
and M, u =

The HPI-frame is denoted as Fj;, = (W, R, Riys)?, and thus we can represent the
HPI-model as My; = (Fpt, V'). The definition of truth and validity in HPI-model or
frame are as the same as in classical modal logic. We call an HPI-model M; named
if Vn is a surjection, meaning that every world in W has a name.

"Here, “bt” indicates that the model M includes both a binary relation and a ternary relation.

Note that for a general relational frame (W, R, Rin¢), R and Rin¢ may not be related. In a lattice,
R can be defined by Rins, and the modality P characterizes the inverse relation R~* of R. This is also
why the truth value of P is defined in this way.
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Here we give the definition of A-semi-lattices based on HPI-frame Fp; = (W, R,
Rinf>:

Definition 10. A frame Fy; = (W, R, Ryy¢) is called a A-semi-lattice iff it satisfies
the following axioms:

FORef: Vz(zRx)
FOASym: VaVy(xRy AyRx — x =y)
FOTrans: VaVyVz(xRy AyRz - xRz)
FOSym: VaVy(xRy < IzRinsryz)
FOEi: VaVy3z(Rinzxy)
FOInfm: YaVyVz(Rintzzy - (2Rz A 2Ry AVt(tRx AtRy — tRz)))

In the following , we use L}, = (L, R, Rin¢) to denote such A-semi-lattice structures
and use ,Sgt to denote the class of them.

The goal of this section is to identify a suitable HPI-axiomatic system to char-
acterize £7,. The method used is similar to that described in [17] for characterizing
the class of lattices £;. Before axiomatizing the hybrid polyadic modal logic over
Asemi-lattices, we first define a class of lower connected frames and axiomatize it.
The axiomatization of lattices will be based on such a weaker system. After that, we
show that by adding pure formulas as axioms, we can obtain the desaired complete-
ness theorem over semi-lattices ([8]).

3.1 Lower connected frame and lower connected system

Definition 11 (Lower connected frame). An Fy; = (W, R, Ryyy) is called lower
connected if it satisfies the follows:

* Vz(xRx);

s VaVyVz(xRy < IzRyeryz);

» YaVy3Iz(zRx A zRy);

o VaVyVz(Rinrryz — Ringrzy).
Denote the lower connected frame as féf. A lower connected model Méi is a model
based on a lower connected frame. Let F'¢ be the class of all lower connected F}<.

A lower connected frame is much weaker than a lattice. Intuitively, it is a frame
Fpe such that:

* R isreflexive;

* R can be defined by Rj,¢ : xRy iff there is z such that R;,¢sxyz holds;
* every two elements in the frame have a lower bound;

* Ryt is “symmetric” in the later two arguments.

From the definition of lower connected frame, it is easy to check:
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Proposition 1. For any }"éf € Séi S€ féf, € HPI and valuation V :

féf, V,seFp <= thereiste W such that sRt and féf, VitE .

Proof. Suppose ]—'éf, V, s = Fy. By the definition of F, there are ¢, u € W such that
R;¢stu and féf , V.t E . Since féf is a lower connected frame, we have sRt.
Suppose there is t € W such that sRt and féf, V,t = ¢. Then there is u such
that R ¢stu holds. Moreover, we have ]—'éf, V,u = T. By definition, Féf, V.s E
(inf)(p, T), which means F¢, V, s = Fo. i

Remark 2. In such lower connected frames, the global modality E and the satisfac-
tion operator @, ([12]) in hybrid logic can be defined using P and F. The intuitive
idea is that in lower connected frame, any two points can be connected by there lower
bound. Formally:

Proposition 2. /n a lower connected model Mé’; the globally existential modality
E and hybrid modalities @; can be defined by F,P, i.e., for any s € Méi and any
¢ € HPI:

M%Z, sk PFcp. lﬁ’ fm;csome u, ML u .i: ©

MG, s EPF(ing) iff My, ukE pfor V(i) =u.

Next we give an axiom system for the class of HPI-lower connected frames F.
The lower connected HPI-system HIPTlc is defined as follows:

Axioms

TAUT
Dualy

Dual;¢:

Kn

Kinf:

Refp
Sym

Comyjyy:

Nom

: propositional tautologies

: Pp < -H-p

(inf)(p, q) < =[inf](-p, —q)

: H(p - ¢) > (Hp - Hg)

[inf](p > ¢,7) — ([inf](p,7) - [inf](q, 7))
:p—>Pp

: (p > GPp) A (p -~ HFp)

(inf)(p, ) > (inf)(q, p)

: PF(iAp) < HG(i - p)

Tra: PFPF(i Ap) — PF(i A p)
Rules )
Mp YY" Npey FY NEC, . FP sy PP
© @ - [inf] (¢, ¥) = ely/p, i/
Nominal-Rules
NAME'_]—_H’O PASTEp I—PF(z/\P])./\PF(]/\cp)»w
%) FPF(i APp) > 1

PASTE,,( F PF(i A (inf)(4,k)) APF(j AY) APF(kA @) =>4

= PF(i A (inf)(v,9)) = ¢
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In NAME, j does not occur in p, in PASTEp, j is distinct from i that does not occur
in o or 1, in PASTE;y;, j, k are distinct, not equal to i and do not occur in =y, p, ).

Refp indicates that the induced relation R is reflexive. Sym represents the stan-
dard tense axiom, capturing that Rp is the inverse of R. Nom can be divided into
two parts: In HG(i - p) — PF(i A p), when substituting p with i, we obtain PFi,
which implies that every pair of points in the frame has a lower bound. The implica-
tion PF(i A p) > HG(i — p) demonstrates the property of nominals in hybrid logic:
under the condition that every pair of points has a lower bound, two distinct points
will not share the same name. Tra says that the lower bound is transitive: if a, b have
a lower bound, and b, ¢ have a lower bound, then a, ¢ also have a lower bound.

Theorem 2. HIPIlc is sound with respect to the class of lower connected frames Séi

Proof. To establish soundness, it is sufficient to demonstrate that all HILSI-axioms
are valid in Sé‘;, and this validity is preserved under the rules. These validations are
classical and straightforward. Readers may be unfamiliar with the axioms and rules
involving hybrid logic, specifically Nom, NAME and PASTE. We will next ver-
ifyNom, NAME and PASTE;, ¢ respectively. The case for PASTEp is similar.

¢ Nom:

— Assume F,w,V &= PF(i A p). Then there exist uRw,uRv such that
F,v,V & iAp. Forall w'Rw and for all v'Rv’, if F, 0",V & i, then
by the valuation of i, we have v' = v, and thus F,v",V & i A p. Hence,
F,w,VEPF(inp)->HG(® - p).

— Assume F,w,V £ HG(i - p). By the valuation of 7, there must exist
v € W such that F,v,V & i. Due to the lower connectivity of F, there
exists u € W such that wRw,uRv. Therefore, F,w,V = PFi. Since
F,w,V = HG(i - p), we have F,w,V = PF(i A p), which means
F,w,V =eHG(i -» p) > PF(i A p).

« NAME: Assume j — ¢ is valid in F. If ¢ is not valid in F, then there exists
a valuation V' and a point w € W such that w, V' # . Define a new valuation
Vias V' = V\{(4,V(j))} u{(j,w)}. Since j does not occur in ¢, we have
w, V' E —p. By definition, w, V' E j and then w, V' £ k — ¢, which leads to
a contradiction. Therefore if j — ¢ is valid over any frame then ¢ is also valid
over any frame.

* PASTEj,s: Assume 6(j, k) = PF(in(inf)(j,k)) APF(jAY) APF(kEAgp) — ¢
is valid in F, but 8/ = PF(i A (sup)(7,¢)) — ¢ is not. Then there ex-
ists a valuation V' and w € W such that w,V & —0’, which means w,V E
PFE(i A (inf)(vy,¢)) and w,V & —1. There are uRw,uRt such that ¢,V &
i A (inf) (7, ¢). Assuming Ri,stxy and z,V E v, y,V & ¢, we can construct a
new valuation V"’ such that V'(j) = =, V'(k) = y, and V'(m) = V(m) for all
m # j,m # k. Since j, k are distinct, j # ¢, k # ¢ and do not occur in v, ¢, 1, it
can be easily checked that w, V' & -0, which leads to a contradiction. O
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To prepare for the completeness proof, we present some lemmas about theorems
of HPIlc.

Lemma 1. G is normal modality, i.e., the following formulas are theorems in HIPIlc
and the rule is derivable:
DUALG: Fp < -G-p
Ka: G(p —q) > (Gp ~ Gg)

NECq: : (;0

Lemma 2. The following formulas are theorems in HIPIlc:

Refp p—Fp

Eli iANPF(inp)—>p
Con PFi
Uni PF(i A j) APF(j Ap) - PF(i A p)

Agr  PE(j APF(inp)) < PE(i np)

Brip Fi APF(iAp) > F(inp)

Brip PiAPF(iAp) — P(iAnp)

Brijus (inf)(7,7) APF(i Ap) APF(j Aq) = (inf)(i Ap,j A q)

Proof. Below HS means hypothetical syllogism, ES stands for equivalent substitu-
tion while TAUT stands for all propositional and modal tautologies.

® Refp
(1) Hp-p Refp
(2) HFp-Fp USUB (1)
(3) p—HFp Sym
E(l4) p—>Fp HS(3)(2)
(1) iAnPF(inp)>iAHG(i - p) Nom
(2) (iAHG(i—p))>in(i—p) Ref
C(3) iAPF(inp)—>p HS(1)(2)
(1) HG(i—>1i) > PF(ini) Nom
(2) PFi TAUT
* Uni
(1) PF(jAri)—HG( - 1) Nom
(2) HG(j - i) APF(j A p) > PF(j A pAi) TAUT
(3) PF(jApAi)—>PF(iAp) TAUT
A(4)( )I’F(i/\j) APF(j Ap) > PF(i A p) HS(1)(2)(3)
. Agr(—
(1) PF(jAPF(inp)) > HG(j - PF(iAp)) APFj Nom and Con
(2) HG(j - PF(i Ap)) APFj - PFPF(i A p) TAUT
(3) PFPF(iAp) —» PF(i Ap) Tra
(4) PF(jAPF(inp)) > PF(iAnp) HS(1)(2)(3)
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Agr(<)
(1) PFPF(i A -p) > PF(i A —p) Tra
(2) HG(i »p) > HGHG(i - p) TAUT of (1)
(3) PF(inp) - HGPF(i A p) Nom and (2), ES
(4) HGPF(i Ap) - PFj AHGPF(i A p) Con
(5) PFj AHGPF(i A p) - PE(j A PF(i A p)) TAUT
(6) PF(iAp) - PF(j APF(i A p)) HS(3)(4)(5)
BI‘iF
(1) PF(inp)—>HG(i > p) Nom
(2) HG(i - p) > G(i - p) Ref
(3) FiAPF(inp) >FinG(i - p) HS(1)(2), TAUT
(4) FinG(i—»p)>F(iap) TAUT
(5) FiaPF(iAp) > F(inp) HS(3)(4)
BI‘ip
(1) PF(inp)—>HG(i > p) Nom
(2) HG(i—p)—->H(i—p) Ref
(3) PiAnPF(iAnp) > PiAH(i - p) HS(1)(2), TAUT
(4) PinH(i—>p)>P(ianp) TAUT
(5) PiAPF(iAp) > P(iAp) HS(3)(4)
Briinf
(1)  PF(inp)—H@E - p) Nom and Ref
(2)  PF(rg)—~H(—>q) USUB (1)
(3) H(i—-p)—[inf](i > p, L) Definition
(4)  H( —q)~ [inf](j > q,1) USUB (3)
(5)  [inf](j = ¢, 1) — [inf)(L,j - q) Comipt
(6) (inf)(i,j) APF(iAp) APF(j Aq) —
(inf) (4, ) A [inf)(i > p, 1) A [inf] (L, 5 = q) HS(1)(2)(3)(4)(5)
(7) 1= TAUT
(8) [lnf] (907 1= 1][)) NECinf
(9)  [infl(p, 1) A finf](p, L= ¢) = [inf] (0, 4) King
(10)  [inf](, L) = [inf](, 1) HS(8)(9)
(11)  (inf)(4,4) A [inf](¢ - p,—j) = (inf)(i A p, j) TAUT of Kiyus
(12) (inf)(i, ) A imf](i > p, 1) » (inf)(i A p, ) HS(10)(11)
(13) (inf)(i Ap,j) Alinf](L,j - q) = (inf)(i Ap,j Aq) Similarto (12)
(1) {inf)(i,5) A [ (i — s 1) A [inf) (L, — q) -
(inf)(i Ap,j A Q) HS(12)(13)
(15) {inf)(i,)APF(iAp)APF(jaq) » (inf)(irp, jag) HS(6)(14) o

In contrast to the canonical model used to prove the completeness of standard
modal logic, in HIPIlc, we require only one maximal consistent set generated from
a consistent set that contains sufficient information to prove completeness ([8, 17]).



Xiaoyang Wang / Modal Logics over Semi-lattices and Lattices with Alternative Axiomatization 63

Lemma 3. Let I" be an HPIle-MCS. For all nominals i, let A; = {1 | PF(i A1) €
T'}. Then:

1. Foralli, /\;is an HPIlc-MCS that contains 1.
2. Foralli,j, ifi € Aj then Aj = A,
3. Ifkel, thenl = Ay

Proof. For any HPIlc-MCS I':

1. For all nominals i, we have ¢ € A; by Con. Next, we show that A; is consistent.
If not, then there are 1, ..., 1, € A; such that - —(¢1 A ... A1)y,). Hence + i —
=(Y1 A ... ). By NECg and NECy, we have HG(i - =(¢1 A...AYy)) €T
Hence -PF (i A1 A ... At)y,) € T by DUAL,. However, since 1, ..., ¢, € A,
we have PF(i A 1)1 A ... Athy,) € T, which is a contradiction.

If A; is not maximal, then there is ¢ such that ¢ ¢ A;, =) ¢ A;. So =PF (i) €
I', -PF(i A —¢)) € I'. However, -PF(i A —¢)) € I' implies HG(i — ¢) € " due
to DUAL,. Hence by Nom we have PF(i A ¢) € I', which is a contradiction.

2. Assume i€ Aj, we need to prove A; = A;. i € Aj implies PF(i A j) e I'. If
Y e Aj, then PF(j A1) e I'. By Uni, we get PF(i A¢) € I' and thus ¢ € A;.
Hence A; ¢ A;. Similarly, we can prove A; € Aj.

3. Assumek € I'. Forall ¢ € I', by Ref we have k A1 € I implies PF(k A1) e I
Hence ¢ € Ay. Conversely, for all ) € Ay, we have PF(k A ) € T'. So by
k eI and Eli we have ¢ € I O

Here we require that the maximal consistent set satisfies additional properties in

[8]:

Definition 12. An HPPIlc-MCS I is named if there exists ¢ € N such thati € I'. An
HPIIc-MCS T is pasted if it satisfies the following conditions:

« IfPF(iAP1)) € T, then there exists nominal j such that PF(iAPj)APF(jA) €
L

« If PF(i A (inf) (1), ¢)) € T, then there exist nominals j and k such that PF (i A
(inf)(j, k) APF(j A) APF(kEAp) el

If I is both named and pasted, it is called the characteristic maximal consistent
set (CMCS).

The CMCS induces all the relevant named MCS, and the named model can be
obtained by connecting them with classical canonical relations, which is used to prove
the HIPTlc completeness theorem.

Definition 13. Let I' be an HPTlc-CMCS, and let ¢ be a nominal, we call the set
{¢ | PE(i A1) € T'} a named MCS (NMCS for short) induced by I'. We define the

characteristic canonical model as M" = (W', RU, R . V1), where:
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« W' is the set of all NMCSs induced by T, i.e., W' = {{¢) | PF(i A1) € T'} |

i appears in I'}.

For all MCNSs w,w; € W', wR w, iff for all formula 1), ¥ € w implies

P?,D € wi.

* For all MCNSs w, wy, wz € WY, RL avwyws iff for all formulas 91, o 1 €
wy and 19 € we implies (inf) (1)1, 12) € w.

s peVi(w)iffpew.

By Lem. 3, it is easy to verify that M" is indeed a named model. Next we should
find a way to construct a CMCS from any consistent set. The following generalization
of Lindenbaum’s lemma demonstrates that any consistent set can be extended to a
CMCS in the language that adds a countably infinite set of new nominals.

Lemma 4 (Characteristic Lindenbaum’s Lemma). Let M be a countably infinite set
of nominals that do not intersect with N. Let HPI" be the extension of HPI that uses
MU N as the nominal set. Then each HPlc-consistent sets in HPI can be extended
to an HPIlc-CMCS in HPTT.

Proof. First, we enumerate M. For a given HILSI-consistent set 3, let ¥, = Yu{k},
where k is the minimal element in the enumeration. X, is consistent. If not, then there
is a conjunction of finite formulas 6 in X such that - k — —f. Since £ € M and does
not occur in #, we have + -6 by NAME, leading to a contradiction.

Enumerate all formulas in HPIT as {1/1,15,...}. Define X = . If ¥™ is
defined, then define ™! as follows: if ¥ U {4/, 1} is inconsistent, let X! =
™. Otherwise:

o Let 2™ = S U {41} U{PF(i APj) APF(j At))}, if 1y 1 has the form
PF (i AP1) (where j is the distinct minimal elements in the enumeration of M
that does not occur in both X" and PF (i A Pv))).

o Let Y™ = ™ U {4, 1} U{PF(iA(inf)(j,k)) APF(j Ay) APF(k A )}, if
¥m+1 has the form PF (i A (inf)(y, ¢)) (where j and k are the distinct minimal
elements in the enumeration of M that do not occur in both ™ and PF(i A

(inf) (v, ).
+  Otherwise, let X! = 3™ U {4), 11}

Let X7 = Up<n, X" Evidently, ¥ contains a nominal & and is maximal. It
is also pasted according to the definition of ™. If we can prove that X" is also
consistent, then it is the HPTlc-CMCS in HPIT.

The only non-trivial case arises when we add PF (i A Pv)) or PF (i A (inf) (¢, ¢))
to ¥™. Consider the (inf)-condition; the P-condition is similar. If ¥™*! is in-
consistent, then there exists a conjunction of finite formulas # in "1 such that
F PF(i A (inf)(4,k)) A PF(j Ay) A PF(k A ¢) —» =0. By PASTE;,;, we have
+ PF(i A (inf)(¢),¢)) - -0, which contradicts the consistency of X u {PF(i A

(inf) (¢, ))}- O
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Lemma 5 (Characteristic Existence Lemma). Let I' be an HILSI-CMCS, and let
MY = (W, R, Ry, V) be the induced characteristic canonical model as in Def. 13.
Then:

o Forall uw e W and all Py € u, there exist v e W such that vRu and 1) € v.
» Forall u e W and all (inf)(v), ) € u, there exist v,w € W such that Rysuvw
and Y € v, pew.

Proof. Again we first prove the binary (inf)-condition of existence lemma. The
unary P-condition is similar.

Let u € W and (inf)(¢, ¢) € u. By definition, there is an ¢ such that u = A;. So,
by (inf)(¢, ¢) € A;, we have PF(i A (inf)(¢), ¢)) € I'. Since T is pasted, there are
nominals 7, k such that PF(i A (inf)(j,k)) APF(j A¢) APF(k A @) € T'. Hence, we
have (inf)(j, k) € A;, ¢ € Aj, and ¢ € Ag. Now, we need to prove RineA;A;A.

Assume ¢ € Aj and v € Ay. By definition, we have PF(j A ) APF(EAy) €T
By Agr and Nom, we have PF(i A PF(j A o) APF(k A7)) € I'. So, by definition,
PF(j Ap) APF(kAy) € A;. By (inf)(j, k) € A; and Briy,g, we get (inf) (¢, 7) € A;.
Hence, RintAiAjA. O

By using the Characteristic Existence Lemma, we can prove the Characteristic
Truth Lemma using standard methods.

Lemma 6 (Characteristic Truth Lemma). Let I' be an HILSI-CMCS, and let M =
(W, R, Ring, V') be the induced characteristic canonical model as in Def. 13. For all
uwe W and all HLSI*-formula 1, we have:

vew = MY wE.

Finally, we can prove the completeness theorem for HIPIlc over lower con-
nected frames.

Theorem 3. Every HPTlc-consistent set in HPI is satisfiable in a countable char-
acteristic model M = (W, R , Rint, V'), and the frame F = (W, R, Ryy¢) is a lower
connected frame.

Proof. Given an HIPIlc-consistent set > in HPI, we extend it to the countable
CMCS =+ in HPI'. Let ME" = (W, Rsup, Ring, V') be the induced characteristic
canonical model. By Lem.3, we have ¥ ¢ W. According to the Truth Lemma
(Lem. 6), MET , YT & 3. Since all worlds in M are named by the nominals in
HPI' and HPI™ has countably many nominals, we conclude that M= is countable.

Next, we show that the frame of MZ" is a lower connected frame (see Def. 11):

* Vz(zRx): Standard argument by using Refp.
* VaVyVz(zRy < FzRiysryz): Forall z,y € W, if xRy, let us assume ¢ € y.
Then ¢ - HF% € y by Sym, and thus HF% € y. By the definition of canonical
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relation, Fi € x, which means (inf)(¢, T) € . According to Lem. 5, there are
y', z such that Re,pxy'z and i € y'. By i € y, we have y’ = y by Lem. 3.

On the contrary, suppose there is z s.t. R rzyz hold. Let us assume j € .
Then j — GPj € x by Sym, and thus GPj € x. It implies F-Pj ¢ x since x
is a MCS. It is equivalent to (inf)(=Pj, T) ¢ x. By the definition of canonical
relation and R;,sxyz, we have —-Pj ¢ y and hence Pj € y. According to Lem. 5,
there is ' s.t. 2’ Ry and j € 2’. By j € x, we have 2’ = x by Lem. 3.

e VaVy3z(zRx A zRy): For each z,y € W, assume j € y as y is named. By
Con, PFj € . Thus according to Lem. 5, there is z s.t. zRx and Fj € z, i.e.,
(inf)(Fj, T) € 2. Again by Lem. 5, there are ', ¢ s.t. Ri,r2zy’t and j € 3. Note
that j € y, so y' = y and thus R;,czyt holds. We have just proved Ri,tzyt
implies z Ry.

o VaVyVz(Rinryz - Rinsrzy): Standard argument by using Comyyg. O

3.2 Completeness theorem for A-semi-lattices

In this section, we introduce the nominal polyadic modal logic over A-semi-
lattices. The key point is to incorporate pure formulas for describing semi-lattice
properties.

A formula in HLSI is referred to as a pure formula if it does not contain any
propositional variables. Unlike modal formula, each pure formula has the first-order
frame correspondence (FOC). If we add pure formulas as extra axioms to the hybrid
system, the completeness result can be obtained directly ([8, 17]):

Theorem 4. Let 11 be a set of HPPIlc-consistent pure formulas, and consider the
extension HPIley = HIPTe 4 II. Then, any HPIcr-consistent set is satisfiable
in a characteristic model that satisfies the FOC of 1.

It is easty to check all A-semi-lattices (see Def. 10) are lower connected. Based
on lower connected frames, we give the extra axioms and their FOCs for meet semi-
lattices:

Axiom: FOC
4p: FFi —> Fi VavVyVz(zRy AyRz — ©Rz)
Asym: i > G(Fi — 1) VaVy(zRy AyRx — . =y)
infg: Fi AFj - F(inf) (4, j) VaVyVz(zRy A xRz) - Jt(x Rt A Rinstyz)

infy: k A (inf) (i, j) — HG({(inf)(i,5) - k) VaVyVz(Rinsryz - Vt(Rinttyz - t = x))

4p, Asym and Ref in HPTlc shows that R is a partial order; infg says that if
is the lower bound of y, z, then there is ¢ s.t. x Rt and Rj,¢tyz holds; infy means that
the uniqueness of Rj,¢ relation: R sryz and Ry ¢x’yz implies x = 2. It is easy to
varify:

Lemma 7. For any HLSI-lower connected frame féf, if {4p, Asym, infg, infy } is
valid in Fy then féc is a A-semi-lattice in Def.10.
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Let HPI, = HPTlc + {4r + Asym + infg 4 infy }. Based on Thm. 3, since all
axioms we add are pure, by Thm. 4 and Lem. 7, we can get: Since all axioms we add
are pure, we have:

Theorem 5. HIPI, is sound and strongly complete with respect to the class of n-semi-
lattices £,

4 Hybrid Polyadic Modal Logic over Functional Lattices

In Section 2, we introduced how to use polyadic hybrid logic HILSI;, to charac-
terize the class of lattice frames £; (see Def. 3) , and presented another more algebraic
definition of lattices as relational structures, £¢ (see Def. 6). In this section, we will
give the polyadic hybrid logic for £.

In constructing HILSI, the key idea is to use (sup) and (inf) to define the unary
modalities P and F, and then use the bundled modality PF as the global modality E in
lower connected frames, see [17]. The same approach was also applied in Section 3
for constructing HIPIlc to characterize semi-lattices, as shown in Prop. 2. From the
definition of Ly, it is evident that the binary partial order relation is not present, so
we no longer introduce the defined unary modalities P and F into the language. As a
consequence, we need to add the global modality E into our language.

Definition 14. Given a countable set of proposition letters P, a countable set of
nominals N, an unary modality E and binary modalities (sup), (inf), the language of
hybrid logic with sup, inf and E (HLSIE) is defined by the following BNF grammar:

pu=peP[ieN|T[-¢](prp)|Ee|(sup)(p, )| (inf)(e,¢).
Define the following modalities:

[inf] (¥, ¢):= =(inf) (=), =)
[sup] (¢, )= ~{sup)(-1), —¢)
Awlz —lE—ﬂp

The Kripke model M; = (W, Reup, Rins, V') and Kripke semantics of HLSIE
are standard ([12]):

M, sE Ep
M, s & (sup)(p, )

there is t € W such that M, t = ¢

there are ¢, € W such that Rg,pstu, M,tE ¢
and M, u & ¢

M, sk (inf)(p,1) <= there are t,u € W such that Ri,¢stu, M,t = ¢
and M, u &

<
<
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Definition 15. The Hybrid polyadic logic HSIE has the following axioms {1-10}
and all following rules; the Hybrid polyadic logic for lattices HSIE; = HSIE 4 {11—

21},

N DN = = = = = e e e e e

MP

e A

USUB

TAUT
Dualg,p, Dualiyf, Dualg
Ksupa Kinf
Refg: p — Ep
Trag: EEp - Ep
Symg: p > AEp
Incgup: (sup)(p,q) - Ep
Inciyr:(inf) (p, q) -~ Ep
Inci: Ex
Nom: E(i Ap) = A(i - p)
. FunE: E(sup)(i, j) A E(inf)(4, 5)
. FunUgyp: @ A (sup) (4, k) = A((sup)(j, k) — 1)
. FunUy,s: @ A (inf) (4, k) — A((inf) (4, k) — ©)
. Idegyp: @ — (sup)(i,17)
. Idejus: @ — (inf)(4,1)
. Assqup: (sup) (2, (sup)(j, k)) — (sup)({sup)(i, j), k)
- Assiug: (inf) (i, (inf) (7, ) — (inf)({inf) 7, 7), ¥
. Comgyp: (sup)(4,7) — (sup)(J,4)
. Comyyy: (inf)(4,5) — (inf)(4,17)
. Absgup: ¢ = (sup)((inf)(4,1), )
. Absing: @ - (inf) ((sup)(7,4), )
y Rules
W - - - -
S N e O R O
Nominal-Rules
NAME Fize PASTEg FE(GAp) > ¢
@ FEp -
PASTEq, ({sup) (4, k) AE(G A ) AE(E A D)) >3
B COEY
pASTE,  — (DU F) AEG A @) AE(kAG)) ~ 3
- (inf)(p,0) > ¢

In Nominal-Rules, j, k are distinct and do not occur in ¢, 0, 1.
Formulas 1-10 are classical axioms of polyadic hybrid logic with E ([4, 12]).
Below, we provide some intuitions for these axioms: E, as an unary modality, de-
scribes a binary relation R in M,. 4,5, 6 says R is an equivalence relation. 7,8,9

Fo(p, i)

= ol/p, /]
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implies Rp is a total relation in M, and each moninal  is true in some points in M.
10 says 4 is true at most one point in M;. Formulas 11,12, 13 implies Ry, Rinf are
essentially binary functions in M;. 14-21 are pure correspondences of the first order
formulas listed in Def. 2.?

Here is the strategy to prove completeness theorem for HSIE; with respect to
lattices £¢. At first we prove the completeness theorem for HSIE with respect to all
HLSIE-frames. The method is similar to prove completeness theorem for HIPIlc
with respect to lower connected frames. We list the key definitions and lemmas for
the proof and point out the difference from Section 3. Then we show the FOCs of
11-21 is a lattice L. Since 11-21 are all pure, we get the completeness theorem for
lattices £ directly.

Theorem 6. HSIE is sound with respect to all HLSIE-frames.

Lemma 8. Let ' be an HSIE-MCS. For all nominals i, let A; = {¢) | E(i A¢) € T'}.
Then:

1. Foralli, A\; is an HSIE-MCS that contains 1.
2. Foralli,j, ifi € Aj then Aj = A,
3 Ifkel, thenl = Ay

Definition 16. An HSIE-MCS I is named if there exists a unique ¢ € N such that
1 € I'. An HSIE-MCS T is pasted if it satisfies the following conditions:

« If E(i A E¢) € T, then there exists nominal j not occurring in i A ¢ such that
EinE(jAap) el

« If E(i A (sup)(¢,¢)) € T, then there exist nominals j and k such that E(i A
(sup)(4, k) AE(A) AE(EA @) €T

« If E(i A (inf) (1), ¢)) € T, then there exist nominals j and % such that E(i A
(inf)(j, k) AE(jAY) AE(k A @) €T

If T is both named and pasted, it is called the characteristic maximal consistent
set (CMCS).

Definition 17. Let I be an HSIE-CMCS, and let 7 be a nominal, we call the set
{p | E(i ) € T'} a named MCS (NMCS for short) induced by I. We define the

characteristic canonical model as M' = (W', Rsrup, Rglf, V1), where:
« W' is the set of all NMCSs induced by T, i.e., W' = {{ | E(i A ¢)) € T'} |
i appears in '};
* For all MCNSs w, w1, ws € wt, Rgupwwlwg iff for all formulas 11,19 11 €

w1 and Y9 € wo implies (sup)(1,12) € w. Similar for Rglf;

3[17] shows that formulas 14—21 are theorems in the relational-based system HILSI,. Here we pick
them as the axioms of the functional-based system HSIE;. This is one of the starting points of this
paper: whether it is possible to construct a modal system for the class of lattices based on the formulas
14-21 as axioms.
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c peVi(w)iffpew.

Lemma 9 (Characteristic Lindenbaum’s Lemma). Let M be a countably infinite set
of nominals that do not intersect with N. Let HLSIE™ be the extension of HLSIE
that uses M U N as the nominal set. Then each HSIE-consistent sets in HLSIE can
be extended to an HSIE-CMCS in HLSIE™.

Lemma 10 (Characteristic Existence Lemma). Let I be an HSIE-CMCS, and let
ML = (W, Rgup, Rint, V') be the induced characteristic canonical model as in Def. 17.
Then:

o Forall uw e W and all Ex) € u, there exists v € W such that i € v.

* ForallueW and all (sup)(v, @) € u, there exist v,w € W such that Rs,puvw
and Y €v,pew.

e Forallue W and all (inf)(v), @) € u, there exist v,w € W such that Ri,suvw
and Y € v, p e w.

Lemma 11 (Characteristic Truth Lemma). Let T be an HSIE-CMCS, and let M" =
(W, Rsup, Rint, V') be the induced characteristic canonical model as in Def. 17. For
all w e W and all HLSIE™ -formula 1, we have:

pew <= MV we.

Theorem 7. Every HSIE-consistent set in HLSIE is satisfiable in a countable char-
acteristic HLSIE-model M; = (W, Rqup , Ringt, V).

Theorem 8. Let 11 be a set of HSIE-consistent pure formulas, and consider the ex-
tension HSIE = HSIE + 1. Then, any HSIE-consistent set is satisfiable in a
characteristic model that satisfies the FOC of 11

Lemma 12. For any HLSIE- frame F, if formulas 11-21 are valid in F; then F; is
a lattice L as in Def. 6.

Theorem 9. HSIE, is sound and strongly complete with respect to the class of lattices
Ly

5 Conclusion and Future Work

In conclusion, the study significantly builds upon previous explorations of modal
logics over lattices by X. Wang and Y. Wang ([ 16, 17]), delving deeper into the com-
plex interplay between modal logic and lattice theory. Initially, our research em-
ployed polyadic hybrid logic, utilizing binary modalities (sup) and (inf) to describe
lattice structures.

In this paper, by employing similar techniques, we provide modal characteriza-
tions of semi-lattice structures as well as functional lattice structures. These results
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are beneficial for the proof theory of modal logic and for understanding lattice theory
from different perspectives.

As for future work, we will consider other relatives of lattices such as bounded

lattices, complemented lattices, Heyting algebra, quantum algebra, and so on, which
may also involve other binary operators, unary operators, and constants. Correspond-
ing modalities are to be introduced. More generally, we can look at the modal logic
over other algebraic structures. We believe the method presented in this paper can be
generalized to a wider class of algebras. Finally, it is an interesting question to go
from these modal logic back to algebraic semantics.
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