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A New Way of Defining Deductive Consequence for
Modal and Predicate Logic

Xuefeng Wen

Abstract. Deductive consequence has been defined in various ways in modal logic and predi-
cate logic. Though most of them can be proved to be equivalent, they have different advantages
and disadvantages. We propose a new way of defining deductive consequence of axiomatic sys-
tems for modal and predicate logic, by distinguishing two kinds of rules in an axiomatic system.
We argue that the new definition not only inherits all advantages of existing definitions but also
unifies all six consequences in modal and predicate logic. We show some pedagogical merits
of the new definition as well.

1 Introduction

Basically, we have two approaches to defining a logic (or what follows from
what). One is semantic approach, which specifies the semantic values of the formu-
las in a formal language and defines a semantic consequence associating the semantics
to formalize what follows from what. The other is syntactic approach, which gives
a proof system by specifying the rules of manipulating the formulas in a formal lan-
guage, and defines a deductive consequence associating the proof system to formalize
what follows from what. Usually, soundness and completeness are proved to show
that the two approaches define the same logic, indicating the correctness of each other.

We have now various methods of defining proof systems: axiomatic systems,
natural deduction systems, tableau systems, sequent calculi, etc. Deductive conse-
quence is defined differently in different types of proof systems. Even within ax-
iomatic systems, we have different ways of defining deductive consequence for modal
logic and predicate logic. Though most of them can be proved to be equivalent, they
have different advantages and disadvantages.

We attempt to propose a new way of defining deductive consequence in the con-
text of axiomatic systems. We suppose the new definition is applicable to as many
logics as possible. But we confine ourselves to modal and predicate logic in this pa-
per. By modal logic, we mean propositional modal logic. By predicate logic, we
mean classical first-order logic. Why are we interested in giving a new definition of
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deductive consequence for modal logic and predicate logic in particular? The rea-
son is that the rule of necessitation in modal logic, namely inferring O from ¢, and
the rule of generalization, namely inferring Vzp from ¢ in axiomatic systems have
caused some confusion for beginners and even for experts in logic. One consequence
of the confusion is that there has been debate about whether the deduction theorem
holds in modal logic (cf. [14]). Moreover, compared to classical propositional logic,
various semantic consequences can be defined in modal logic and predicate logic,
which makes the notion of deductive consequence for them more complicated. The
new definition of deductive consequence attempts to inherit all advantages of existing
definitions and avoid their disadvantages. Most importantly, the new definition at-
tempts to give a unified notion for all semantic consequences in modal and predicate
logic. We will see that various semantic consequences in modal and predicate logic
can actually be unified into one notion. So a unified deductive consequence for them
would be desirable.

The remaining part of the paper is organized as follows. Section 2 gives the new
definition, under which the deduction theorem and the difference between derivable
rules and admissible rules are revisited. Section 3 shows how the new definition can
unify the six consequences in modal and predicate logic. Before concluding the paper,
Section 4 compares the new definition with existing definitions. All proofs are given
in the appendix.

2 A New Way of Defining Deductive Consequence

It is easily seen that the rules of necessitation and generalization are different
from the rule of modus ponens. The latter preserves local truth. In modal logic,
this means that at every world in every model, if ¢ and ¢ — ¢ are true, so is ¥.
In predicate logic, this means that in every model with every assignment, if ¢ and
o — 1 are satisfied, so is v. But the rules of necessitation and generalization do not
preserve local truth. They only preserve global truth. In modal logic, this means that
if @ is true at all worlds in a model, so is Ov. In predicate logic, this means that if
 is satisfied in a model with all assignments, so is Va . But the difference between
necessitation/generalization and modus ponens is not reflected in standard axiomatic
systems. There is a reason why the difference is neglected. In classical propositional
logic and classical first-order logic that cares about only sentences (namely formulas
without free variables), with the deduction theorem and compactness, every valid
inference can be reduced to a valid formula. Hence, a proof system can only care
about theorems without paying attention to derivation with assumptions. In this case,
we only care whether a rule preserves validity. In deriving theorems, the difference
between necessitation/generalization and modus ponens is unimportant.

But if we do care about derivation with assumptions, without distinguishing ne-
cessitation/generalization from modus ponens, we may derive false conclusion from
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true premises, making the proof system unsound. Indeed, the difference is reflected
in most existing definitions of deductive consequence for modal and predicate logic.
Our idea is that the distinction should be made in an axiomatic system in the first place.
This can not only make the distinction prominent, but also bring forth a clearer and
unified notion of deductive consequence. Moreover, the distinction between deriv-
able rules and admissible rules will be much clearer and natural. It may also shed new
light on the deduction theorem.

First, we define precisely what a rule is. Then we redefine axiomatic systems,
followed by the new definition of deductive consequence associating newly defined
axiomatic systems.

2.1 Rules

For any set S, let o1 (S) denote the set of all non-empty subsets of S. In the
sequel, we suppose any language L is closed under —, i.e., for all p, ¢ € L, (¢ —

) € L.

Definition 1 (Rules). Given a language £, arulein Lisarelation R C ot (L) x L. A
rule R is closed under substitution, if for every substitution o, for every (T, ¢) € R,
(I'7, ¢?) € R. tis finite, if for every (I', ¢) € R, I is finite.

By this definition, the rules of modus ponens, necessitation, and uniform substi-
tution in the modal language L can be represented as follows. They are all closed
under substitution and finite.

* Modus ponens (MP): {({g, = ¥}, ¢) [ ¢, ¢ € Lo}
* Necessitation (RN): {({¢},0¢) | ¢ € Lo}
« Uniform substitution (US): {({¢},¢?) | ¢ € Lo, 0 is a substitution in Lo }.

In the tradition of abstract algebraic logic (e.g. [20, p.20]), instead of a subset of
©(L) x L, arule in £ is usually defined as an element in p(L) x L, so that ({p,p —
q},q) and ({q,q — r},r) are two rules. In our definition, they are just two applica-
tions of the same rule, which is closer to the ordinary use.

2.2 Axiomatic systems

We redefine what an axiomatic system is, distinguishing two kinds of rules in it.

Definition 2 (Axiomatic systems). An axiomatic system for L is a triple S = (Axs,
R, RY), where Axs C L is the set of axioms of S, R§URE C o7 (L) x L is the set
of inference rules of S such that Rls NRY = 0. Elements in RZS are called local rules
of S; elements in R are called global rules of of S.

Intuitively, a local rule can be applied to assumptions (or premises), whereas
a global rule can only be applied to axioms and theorems. The difference between
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them is clear in semantics, though often blurred in axiomatic systems. Normally, an
axiomatic system for a propositional language contains at least one local rule, namely
modus ponens, and at least one global rule, namely uniform substitution.

With the new definition of axiomatic systems, we can define three kinds of ex-
tensions of an axiomatic system.

Definition 3 (Extensions). Let S = (Axs, Rls, RE) be an axiomatic system for £, T
a set of formulas in £, and R a set of rules in L.

1. ST' = (Azs UL, R§, RY) is called an axiomatic extension of S;
2. SR = (Azs, RL U R, RY) is called a local extension of S;
3. Sg = (Azs, RL, R UR) is called a global extension of S.

When I' = {p} and R = {R} are singletons, we write S¢, S, and Sg, re-
spectively, instead of S{¢}, S{%, and S{Ry- Of course, the three kinds of extensions
can be combined arbitrarily together, so that we have axiomatic and local extensions,
axiomatic and global extensions, local and global extensions, and finally, axiomatic,
local and global extensions, which will be simply called extensions.

By Definition 2, an axiomatic system for classical propositional logic can be
represented by ({PC1,PC2, PC3}, {MP}, {US}), where PC1-PC3 are listed below.

PC1 p—(q—p)
PC2 p—=(@—=r)—=(p—=q) = {@—r1))
PC3 (=p = —q) = (¢ — D)

We denote it by PC. The minimal normal modal logic can now be represented by
PCrnK, an axiomatic and global extension of PC, namely

({PC1,PC2,PC3,K}, {MP}, {US,RN}),

where K is the axiom O(p — ¢) — (dp — Og). Let us denote this system by /7K, to
distinguish it from the traditionally represented axiomatic system K, in which local
rules and global rules are not segregated.

2.3 Deductive consequence

Before defining the deductive consequence of an axiomatic system, we define
the set of theorems of it first.

Definition 4 (Theorems). Given an axiomatic system S = (Axs, R, RY), ¢ is a
theorem of S, if there exists a formal proof of ¢ in S, i.e., if there is a finite sequence
of formulas 1, . .., ¢, such that ¢, = ¢ and for each i < n,

* either p; € Axg, or
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e there exist I' C {¢1,...,p;—1} and an inference rule R € Rls U Rg such that
(T', ;i) € R, i.e. p; is obtained from proceeding formulas in the sequence by
applying an inference rule (either local or global) of S.

We denote by Th(S) the set of all theorems of S. The following proposition is
straightforward from Definition 4.

Proposition 5. Let S and S’ be two axiomatic system for L such that Ars = Axg
and RS URE = RL, URY,. Then Th(S) = Th(S').

The proposition says that whether a rule of an axiomatic system is local or global
does not affect its theorems. This may be the reason why they were not distinguished
by early mathematicians like Hilbert, since they care more about theorems than about
consequence. Proposition 5 does not hold for deductive consequence, which is de-
fined below.

Definition 6 (Deductive consequence). Let S = (Axg, Rls, R{) be an axiomatic sys-
tem. We say that ¢ is derivable from I' in S, or ¢ is a deductive consequence of I in
S, denoted I =g ¢, if there exists a formal derivation of p from I in S, i.e., if there is
a finite sequence of formulas (1, .. ., ¢, such that ¢,, = ¢ and for each ¢ < n,

* either p; € T, or

* @; € Th(S), or

o thereexist A C {¢1,...,¢;—1}andarule R € Rls such that (A, ¢;) € R, i.e.,
; 1s obtained from proceeding formulas in the sequence by applying a local
rule of S.

We call this way of defining deductive consequence segregated definition, em-
phasizing that local rules and global rules are segregated in an axiomatic system and
treated differently in derivations.

We write kg ¢ if ) Fg ¢. In some definitions, theorems are defined as a special
case of deductive consequence, which makes g ¢ just a different notation of ¢ €
Th(S). Here, theorems are defined first, and deductive consequence is defined based
on theorems. Thus the equivalence of the two notations needs a proof.

Proposition 7. Let S be an axiomatic systems for L. For all p € L, g ¢ iff ¢ €
Th(S).

Let S and S’ be two axiomatic systems for £. We say that S is a subsystem of
S’, or S is a supersystem of S, denoted S < §', if g C Fg. They are equivalent,
denoted S = §/, if both S < §’ and §' < S, namely, s = Fg. In general, even if
Th(S) = Th(S'), they may not be equivalent.
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2.4 Rules revisited

Distinguishing local and global rules in an axiomatic system may shed new light
on the notions of derivable and admissible rules. First, let us recall the definitions of
them.

Definition 8. A rule R

1. is derivable in S, if for all (T', p) € R, T kg ¢;
2. is admissible in S, if for all (T', ¢) € R, ks I implies g ¢.

In most textbooks, since a rule is taken to be a pair (I", ¢) rather than a relation
consisting of such pairs, substitution has to be used to define admissible rules, i.e.,
(T, ¢) is admissible if for all substitutions o, g I'” implies g ©?. This may cause
some confusion for students, since the definition for derivable rules usually does not
use substitutions, which produces a weird non-symmetry. This is caused because
substitution is actually a part the rule rather than a part of admissibility. Treating a rule
to be a relation will not only dispense the need of substitution in defining admissibility,
but also make it more general, since it can apply to those rules that are not substitution
closed.

Even if we do not distinguish local and global rules in an axiomatic system, the
difference between derivable rules and admissible rules still remains. So why not
reflect the difference in an axiomatic system in the first place, which will make the
distinction between derivable rules and admissible rules more natural. In fact, local
and global rules have an intrinsic connection with derivable and admissible rules,
respectively. First, all finite local rules of an axiomatic system are derivable in it, and
all finite local rules and global rules of an axiomatic system are admissible in it, as
given by Proposition 9, whose proof is straightforward.

Proposition 9. Let S be an axiomatic system for L. Then
1. all finite local rules of S are derivable in S;

2. all finite local and global rules are admissible in S.

Second, derivable rules can be used as both additional local rules and additional
global rules, and admissible rules can be used as additional global rules without chang-
ing the derivability of an axiomatic system, as given by Proposition 10.

Proposition 10. Let S be an axiomatic system, D a set of derivable rules of S, and A
a set of admissible rules of S. Then

(i) S = SP; (ii) S = Sp; (iii)) S =S4, (iv) S= S, (v) S = Spua.
Traditionally, since both adding derivable rules and adding admissible rules as

additional rules do not increase the theorems of an axiomatic system, it may cause
beginners to wonder what the real difference between the two kinds rules is. By
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distinguishing local and global rules in an axiomatic system, the different effect of
derivable and admissible rules can be articulated easily by Proposition 10 and the
following proposition.

Proposition 11. S % S#, for some axiomatic system S and some set of admissible
rules A of S.

But we have PC = PCA, for any set of admissible rules A of PC, since all
admissible rules of PC are derivable in it.

2.5 The deduction theorem revisited

We say that an axiomatic system S for £ admits the deduction theorem, if for all
FTu{p,v} C LT ¢FsvyimpliesT' Fg ¢ — 1.

The following proposition says that axiomatic and global extensions of PC do
not destroy the deduction theorem.

Proposition 12. For any I' C L and any set of rules R in L, PCrD' admits the
deduction theorem.

The following corollary concerning the deduction theorem for modal logics is
straightforward.

Corollary 13. All axiomatic and global extensions of I{K admit the deduction theo-
rem.

One interesting phenomenon is that most (if not all) axiomatic systems have only
one local rule, namely, modus ponens. A possible explanation may be that any new
local rule of the form = can be replaced equivalently by the corresponding axiom

@ — 1. However, this is not always true, as the following example shows.
Example 1 Fpern p — Op.

Since p Fpery Op, it follows from Example 1 that PCRN does not admit the
deduction theorem. Thus, unlike axiomatic extensions and global extensions, local
extensions of PC may destroy the deduction theorem. This is one of the reasons
why some authors think the deduction theorem fail for modal logic, for they take
necessitation as a local rule. But replacing new local rules by their corresponding
axioms of an axiomatic system with modus ponens will never decrease the derivability
of it, as shown by the following proposition. It also says that the derivability will
neither increase if (and only if when PC1 and PC2 are available) the new local rules
do not destroy the deduction theorem.
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Theorem 14. Let R be a rule in L and S an axiomatic system for L with modus
ponens a local rule of it. Let

(Rl ={p1 = (p2 = (n =) ) | {1, on}, ) € R}

be the set of corresponding axioms for R. Then

1. S® < S[R],

2. S[R] < SE, if S® admits the deduction theorem;

3. ST admits the deduction theorem, if S[R] < ST and Th(S) contains PC1 and
PC2.

Easily obtained from Theorem 14, the following corollary connects local rules
and their corresponding axioms with the deduction theorem. Note that PC can also
be replaced by intuitionistic logic.

Corollary 15. For any rule R, PCE = PC[R] iff PCT admits the deduction theorem.

3 Unifying the Concept of Logical Consequence

We show how the new segregated definition can be used to unify different con-
sequences in modal and predicate logic. First, we show that various semantic conse-
quences in modal and predicate logic can be unified into one notion.

3.1 Unifying semantic consequence

In modal logic, two truth consequences and two validity consequences can be de-
fined: local truth consequence, global truth consequence, local validity consequence,
and global validity consequence (cf. [30, p.37], [25, p. 92], and [4, pp. 31-32]). But
validity consequences on standard Kripke frames are too strong to be axiomatized.
So we consider general frames for them in the sequel. Let I denote the standard
satisfaction relation in modal logic.

Given a class of frames F,

* @ is a local truth consequence of ' in F, denoted I" g:f:l w, if for all frames
& € F, for all valuations V on §, for all worlds w in §, §, V,w IF T implies
F,V,w IF" o, where §, V, w IF" T means §, V, w IF* ¢ for all ¢ € T;

» pisaglobal truth consequence of T in F, denoted T’ IZf:t o, if for all frames § €
F, for all valuations V on §, §, V IF¢' T" implies §, V IF8" o, where §, V IF8' T
means §, V IF& ¢ forall o € T, and §, V -8 ) means §, V, w IF 4 for all w
ing§.

Given a class of general frames G,

* @ is a local consequence by validity of T in G, denoted T" ):lé p, if for all
general frames & ¢ f, for all worlds w in &, &, w IF" T implies &, w IF" ¢,
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where &, w IF” T means &, w I ¢ forall i) € T, and &, w I ¢ means
&, V, w IF 1) for all admissible valuations V' for &;

» @ is a global consequence by validity of T" in G, denote T’ IZgGV p, if for all
general frames & € F, & [ I" implies & IF8" ¢, where & [F8V ' means
® I ¢ forall ¢ € T', and & IF8¥ ¢ means &, V,w IF" ) for all admissible
valuations V for & and all worlds w in &.

In predicate logic, two consequences can be defined (cf. [30, p.38] and [1]). Let =
denote the standard satisfaction relation in classical predicate logic. Fixing a predicate
language £,

« wisalocal consequence of T, denoted ' F* ¢, if for all models 9t for £ and all
assignments g in 9, M, g = T implies M, g |=! ¢, where M, g |=' T’ means
M, g IF 1 forall ¢ € T

*  is a global consequence of ', denoted I' F9 ¢, if for all models 9 for L,
M =9 T implies M =9 o, where M =9 I" means M =9 ¢ forall ¢ € T', and
M =9 +» means M, g =" 4 for all assignments g in M.

All the six logical consequences can be unified into one notion: preserving certain
semantic value within certain domain. We formalize this idea as follows. The main
idea is that we can squeeze the differences between various semantic consequences
into semantics, while keeping the notion of consequence invariant.

Definition 16 (Semantics). A semantics for L is a pair S = (Dg, IFg), where Dg is
the domain of S and IFg C Dg x L is the semantic value of £. We write m Ikg T if
mlFg g forall p €T

Definition 17 (Semantic consequence). Given a semantics S = (Dg, IFg) for £, the
semantic consequence of S, denoted Fg, is a subset of p(L) x L such that I' Fg ¢ iff
for allm € Dg, m IFg I implies m IF ¢.

Now all the above semantic consequences can be unified by Fg, with S a variant
parameter corresponding to each semantic consequence. For instance, i=f_1 is now de-
noted FjF, indicating that it is a (unified) consequence indexed by the semantics /zF.
The six semantics, including /¢tFF, are specified in Table 1.

It is easily seen that Fyr C Fgr, Frs C Foyf, and Fipre C Fypre.

3.2 Unifying deductive consequence

Now we show how various deductive consequences corresponding to the above
semantic consequences can also be unified into one notion, using segregated defini-
tion. The main idea is that we can squeeze the differences between various deductive
consequences into axiomatic systems, while keeping the notion of consequence in-
variant.
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Notation S Dg IFg
N IF {(3,V,w) | § € F,V is a valuation on § and w a world in §}  IF”
FE =Fgr g {(Z,V) | § € F,V is a valuation on '} =4
E=ky MG {(&,w)]| & € G,wisaworldin &} -
FS=Fa of G e
E'=FEpe IPre  {(9,g) | 9 is a model for £, g is an assignment in O} !
FI=Fgpre gPre {9t | M isamodel for L} =

Table 1: Semantics for 6 semantic consequences

Let us take the minimal normal modal logic K as an example to illustrate the
application of our new definition of deductive consequence in modal logic. Let K be
the class of all frames and K the class of all general frames. Then we have four seman-
tic consequences Fjk, Fgik, Fik, and Fg k. What are the deductive consequences for
them, respectively? We do not need four notions of deductive consequence. Instead,
we just need four axiomatic systems /7K, gfK, VK, and gvK, which are specified by
Table 2.

Semantic Deductive System Axioms Local Global
Conse.  Conse. Rules Rules
Fik Fik ItK PC1,PC2,PC3,K MP RN, US
':gtK l—g,K gtK PC1,PC2,PC3,K MP,RN UsS

Fok  Fik WK PCL,PC2,PC3,K MP,US RN

Fak Feovk gvK  PC1,PC2,PC3,K MP,RN,US {

Table 2: Axiomatic systems for four consequences of K

In general, given any normal modal logic L (namely, a set of formulas that con-
tains PC1, PC2, PC3, K and is closed under MP, RN, and US), suppose L is gener-
ated from Az using the rules in R, including MP, RN, and US. This can always be
achieved, for instance, letting Az = L and R = {MP, RN, US}. Now we define four
axiomatic systems /fL, gtL., IvL, and gvL similarly by Table 3.

By Proposition 5, the four systems have the same set of theorems. But their
deductive consequences are not the same in general. System gvL is stronger than gL
and /vL, which are stronger than /vL, as formalized by the following proposition. The
proof is straightforward.

Proposition 18. For any normal modal logic L,

I B, Chegr ChaL
2. Fi, S ChaL
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Systems Axioms Localrules  Global rules

I Ar  MP R — {MP}
gL Ax MP, RN R — {RN}
IvL Az MP, US R — {US}
oL Az MP,RN,US R — {RN,US}

Table 3: Four axiomatic systems of L

Forany I' C Lg, let O“T = {0 | ¢ € I',n > 0}, where 0% =4 ¢ and
Oty =4 OO, Forany ¢ € Lg, let p* = {¢” | o is a substitution in L5} and
= Ugoel“ ©*. The following proposition says that all the other three systems can
be reduced to /7L, and gvL can be reduced to all the others.

Proposition 19. For any normal modal logic L, for any T' U {p} C L,

1. T I_gtL @) iff OYT g, ©;
2. ThpL @ iff T by, ;
3. T l—ng 2 iffT* }_gtL 2 iff O*T |_le 2 iff OvT™* l_ltL @Y.

Suppose L is sound and strongly complete with respect to the class of frames F.
We will first show that the axiomatic systems /L. and gL correspond respectively to
the semantics /tF and gtF, in the sense that they determine the sames logical conse-
quences.

3.2.1 Deductive consequence for local truth consequence

Let -, be the deductive consequence defined by
(%) T Fy o iff there exists finite A C I"s.t. /\A — p€eL,

which is the most popular definition in modal logic. We will discuss it in more de-
tail in Section 4. The following lemma says that Fy, is just the standard deduction
consequence in modal logic.

Lemma 20. For any normal modal logic L, -1y, = FL.
The following corollary and theorem are immediate from Lemma 20.

Corollary 21. For any normal modal logic L and any T' U {¢}, T 1, @ implies

Theorem 22. For any normal modal logic L. and any class of frames F, if L is sound
and strongly complete with respect to the class of frames F, then 11, = Eyr.
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3.2.2 Deductive consequence for global truth consequence

The following lemma connects global truth consequence with local truth conse-
quence.

Lemma 23. Let F be any class of frames that is closed under point generated sub-
frames. Then for any T' U {p} C Lo, I' Fgr @ iff O°T Fyr .

Now we can prove that the axiomatic system grL corresponds to the semantics
atF.

Theorem 24. Let L. be any normal modal logic and F any class of frames that is
closed under point generated subframes. If g, = Fyp then Fg1, = FyF.

We make two more comments on the deductive consequence g,. In [16] and
[17], global deductive consequence of K45 and KD45 are given respectively for ax-
iomatizing informational consequence advocated in [33] and [5]. The global deduc-
tive consequence Hj for L is defined by

(xx) T l—% @ iff O Fy, Ogp,

where -, is defined by (). This makes one wonder which axiomatic system is the
‘correct’ one for informational consequence? In fact, both K45 and KD45 are correct.
And so is S5, as we have the following fact.

Fact2 ForanyI'U {(p} C Lo, OI' Fgys Oy iff OT Fgpgs O iff OT Fgs O,

I leave the check of the fact to the reader. The point is that if we use standard
definition of axiomatic systems in which local and global rules are not distinguished
together with (xx) to define deductive consequence for informational consequence
(which is intrinsically a global consequence by truth), then multiple non-equivalent
axiomatic systems or logics are available, for we have - = Fgpss = Hos- This
seems undesirable. If we use our segregated definition -4s5 instead, however, the
multiple correspondence disappears, as the following fact shows.

Fact3 Fgss = s, but Fgkas # bess and Fgkpas 7 Ferss.

Since RN is treated as a local rule in grL, it seems that for -4, assumptions
play the same role as axioms. This was reflected in [32], where ) was used for
the deductive consequence of the logic with A the set of axioms such that RN can
be applied to assumptions. The author claimed that, compared with standard local
consequence 4, ) cannot distinguish A4 22 @ from Agy 7&1 , since both are
equivalent to Ay U Ag Fi . We have to be very careful here. If A is a set of axiom
schemas, 1.e., a set of axioms closed under substitution, then the claim is correct. If

A is only a set of axioms, then it is not, since uniform substitution can be applied to
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axioms, but they cannot be applied to assumptions in 3. In this case, A1 3,
and Ao I—f\l ¢ are not equivalent. Compared to I3, our definition 4., would cause
less confusion, since in it local and global rules are delimited clearly, and uniform
substitution is treated as an explicit rule rather than hidden in axiom schemas. More
formally, we have the following result.

Proposition 25. For any substitution closed ¥ C Lg, for anyI'U{p} C Lo, T' Fgxyx
@IffT'UX Fek .

The proposition does not hold if X is not substitution closed, for we have Fgk,, g
but p ¥gx q. When gfK is replaced by gvK, the substitution closed condition can be
removed (cf. Proposition 28).

Let G(L) be the class of general frames for L, i.e., G(L) = {& | & I8 L}.
Now we show that the axiomatic systems /vL. and gvL correspond to the semantics
IvG(L) and gvG(L), respectively.

3.2.3 Deductive consequence for local validity consequence

Let || be the set of all maximal consistent sets of L containing . Let & =
(Y, AL) be the canonical general frame for L. In particular, A" = {|o| | ¢ € La}.
Thus for any admissible valuation V for &, for each atom p, there exists p such
that V' (p) = |t/,|. In particular, the canonical valuation V¥ with V (p) = |p| for each
atom p is admissible for &L

Lemma 26. Let V be any admissible valuation for &Y such that V (p) = |1, for
every atom p. For any w in &Y and any ¢ € Lp,
1. &L V,w IFH o iff &L VY w IFE O, where § is the substitution defined by

d(p) = 1y for every atom p;
2. if &Y VL w IH o* then &L w IFY o,
3 el L.

Now we can prove that the axiomatic system /vL corresponds to the semantics
G(L).

Theorem 27. For any normal modal logic L, Fp1, = Fp(L)-

3.2.4 Deductive consequence for global validity consequence

In deductive consequence for global consequence by validity, premises play the
same role as axioms, as the following proposition shows. The proof is straightfor-
ward: for all rules are local, whenever they are applicable to axioms, so are they to
premises.

Proposition 28. Forany ' UX U {¢p} C L, I' Feks @ ifT U X Fak ¢.
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So for this deductive consequence, there is no need to consider axiomatic ex-
tensions of K, as all of them can be reduced to K. However, other (local or global)
extensions of K are still worthy of study.

The following theorem states that the axiomatic system gvL corresponds to the
semantics of gvG(L).

Theorem 29. For any normal modal logic L, Fg1, = Fg,G(L)-

Now all four semantics consequences in modal logic have their corresponding
deductive consequences, which can be defined uniformly by segregated definition.
For the two semantic consequences of predicate logic, we can do the same. For local
consequence, we let the rule of generalization to be a global rule in the axiomatic
system; for global consequence, we let the rule of generalization to be a local rule,
keeping the notion of deductive consequence invariant. We leave the details to the
reader.

4 Comparison to Other Definitions

Now we review various known definitions for deductive consequence of ax-
iomatic systems in modal and predicate logic.

The first definition ignores derivation from assumptions and considers only theo-
rems. We call it omitted definition, which is adopted by [18, p. 25] and [31, Definition
5.3.1] in modal logic. As shown by Proposition 5, if only theorems are considered,
there is no need to distinguish local rules and global rules. Also, since it cares only
about theorems of a system, it considers only weak soundness and weak complete-
ness. Though such a treatment is simple and clean, it lacks some generality, since
there are logics that have no theorems but their logical consequences are not empty,
for instance, Kleene’s three-valued logic (cf. [1]). In such cases, a logic defined by
omitted definition would not be sufficient to reflect its semantics. Moreover, without
derivation from assumptions, it lacks usability in proving theorems, since the deduc-
tion theorem is not available to simplify proofs.

The second definition follows the standard definition of deductive consequence
for classical propositional logic, so that ¢ is a deductive consequence of I' in S, if
there is a formal derivation from I" to ¢, using assumptions in I', axioms schemas
and all rules of S. We call it classical definition, which is adopted by [11, p. 126], [6,
p.84]and [10, p. 54] in modal logic, and by [19, p. 87], [15, Def. 4.2], [23, pp. 79-80],
and [21, Def. 2.2.1] in predicate logic. In classical definition, just like modus ponens,
necessitation in modal logic and generalization in predicate logic can be applied to
assumptions without constraints. Unlike omitted definition, uniform substitution in
modal logic is not treated as an inference rule any more; otherwise, we may drive any
@ from p using the rule, which is obviously undesired. The major flaw of classical
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definition is that strong soundness generally fail under this definition (assuming stan-
dard local consequence). In modal logic in particular, in any axiomatic system with
the rule of necessitation, Op would be a deductive consequence of p. But semanti-
cally Op is not entailed by p in general. Similarly, in classical predicate logic, Va Px
would be a deductive consequence of Pz, whereas Va P is not entailed by Pz. This
also fails the deduction theorem. Instead, a restricted or nonstandard version of the
deduction theorem holds. The general failure of strong completeness means that the
deductive consequence cannot reflect the semantic consequence fully. If logical con-
sequence instead of theorems is what we care about, then classical definition is rather
undesirable for modal logic and predicate logic.

The third one reduces the notion of derivation to proof, so that ¢ is a deductive
consequence of I in S, if there is a formal proof of A A — ¢ for some finite A C
I". We call it reduced definition, which is adopted by [27, pp. 9-10], [22, p. 16], [7,
Def. 2.14], [13, Def. 1.1.2], and [4, Def. 4.4] in modal logic. Interestingly, though
reduced definition is the most popular one in modal logic, it is rarely seen in predicate
logic. Since derivations are reduced to proofs, there is no need to distinguish local
and global rules under reduced definition. All rules, including uniform substitution in
modal logic are treated as deriving new valid formulas from old ones. The deduction
theorem holds almost trivially, and so does strong soundness. A drawback of reduced
definition is that the deduction theorem becomes useless, since to prove ¢ — ¥,
we can no longer assume ¢ and apply inference rules to it to prove ). By reduced
definition, we have to prove ¢ — v directly. Another drawback is that the definition
depends on the object language, which makes it not general enough for all logics.
If the language of the logic does not contain material implication, which cannot be
defined in the logic from other logical constants either, then we can no longer define
deductive consequence in this way. So it lacks some generality.

The fourth definition hides the rule of necessitation (in modal logic) and gener-
alization (in predicate logic) in axioms, so that all axioms are prefixed by any finite
sequences of boxes in modal logic, and by any finite sequences of universal quan-
tifiers in predicate logic. We call it deflationary definition, which is adopted by [3,
pp. 108-109], [9, pp. 111-112], and [26, p. 122] in predicate logic. Contrary to re-
duced definition, though it is popular in predicate logic, and has been suggested in
provability logic by [28], according to [14], it has never been widely taken in modal
logic. With the rule of necessitation/generalization hidden in axioms, both strong
soundness and deduction theorem hold. Unlike reduced definition, the deduction the-
orem is of practical use now. Like classical definition and unlike reduced definition,
uniform substitution also has to be hidden in axioms in modal logic. A drawback of
deflationary definition is that when it is applied to non-normal modal logics, the rules
for modality can no longer be hidden in axioms, but have to be stated as explicit rules
for the set of axioms. For instance, for monotonic non-normal modal logics, we have
to add the rule that if ¢ — 1) is an axiom then Oy — O is an axiom. In that case,
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they are used essentially the same as global rules in segregated definition.

The fifth definition follows classical definition but restricts the application of
the rule of necessitation/generalization in derivations. We call it bounded definition,
which is adopted by [14, Def. 1] in modal logic, and by [8, p. 196], [24, Def. III],
and [2, p.31] in predicate logic. In a derivation under this definition, the rule of
necessitation/generalization can only be applied to those formulas that are derived
without assumptions. Note that the restriction on the rule of generalization can be
easily made wrong. In [8], the restriction is that the variable generalized cannot be be
free in assumptions. As pointed out in [24], this is incorrect, since by this definition,
Va(Axr — Ax) cannot be derived from Ax. When correctly restricted, both strong
soundness and the deduction theorem hold. Like classical definition, uniform substi-
tution is not treated as an inference rule in modal logic. A drawback of bounded def-
inition is that the rule of necessitation/generalization has to be used very carefully in
formal derivations, which makes it lack some usability. The drawback, however, can
be easily removed by delimiting the use of necessitation/generalization more clearly.
This is what we do in segregated definition, where treated as global rules, they can
only be applied in proving theorems.

All the five definitions above lack uniformity. They cannot deal with validity
consequence in modal logic. Among them, omitted definition is too coarse-grained
to distinguish local and global consequence. Treating necessitation/generalization
the same as modus ponens, classical definition is basically a global (truth) conse-
quence. Restricting the use of necessitation/generalization in various ways, reduced
definition, deflationary definition, and bounded definition are basically local (truth)
consequences.

The sixth definition due to Fitting ([12, Def. 3.3.1]) is rather unique, which inte-
grates local and global truth consequence into one notion. We call it ternary definition.
It separates assumptions of a derivation into two parts: a local part and a global part.
Semantically, given a point model (91, w), global assumptions are taken to be true in
all worlds of 91, whereas local assumptions are take to be true at w. Syntactically, a
derivation from global assumptions I" and local assumptions A now consists of two
parts: a global part and a local part, with the global part coming first. In the global
part, both modus ponens and necessitation can be applied to proceeding formulas and
those in I'; in the local part, only modus ponens can be applied to proceeding formulas
and those in A. In this way, the deductive consequence becomes a ternary relation.
Fitting denote it by I" ki, A — ¢, when there is such a derivation of ¢ in L from
global assumptions I" and local assumptions A. It is easily seen that when I = () the
ternary definition becomes local consequence by truth, and when A = (), it becomes
global consequence by truth. But treating deductive consequence to be a ternary re-
lation seems a bit unorthodox. Moreover, it cannot deal with validity consequence
either.

Segregated definition we proposed in Section 2 has all the properties we desire.



Xuefeng Wen / A New Way of Defining Deductive Consequence for Modal and Predicate Logic 17

Both strong soundness and the deduction theorem hold (for local consequence). Uni-
form substitution is an explicit rule in modal logic. It is usable and can be generalized
to other logics. Most importantly, it unifies the six consequences in modal and pred-
icate logic. The comparison is summarized by Table 4.

Table 4: Comparison of seven definitions of deductive consequence

Strong Deduction  Uniform Usa-  Gener-  Unifor-
Soundness Theorem  Substitution bility ality mity
Omitted def. n/a n/a v X X X
Classical def. X X X v X X
Reduced def. v v v X X X
Deflationary def. v v X v X X
Bounded def. v v X — v X
Ternary def. v v X v v -
Segregated def. v Ve v v v v

5 Conclusion and Future Work

We propose a new definition of deductive consequence for modal logic and pred-
icate logic, by distinguishing two kinds of rules in an axiomatic system. We show how
the definition may shed new light on the distinction between derivable and admissible
rules, as well as the deduction theorem. A key feature of the new definition is that, it
can unify all six consequences in modal and predicate logic.

Distinguishing two kinds of rules in the context of axiomatic systems is not a new
idea. For example, in [29], Sundholm distinguished rules of inference and rules of
proof. In [1], Avron distinguished pure rules and impure rules. What we do is to take
the distinction more seriously and make use of it to distinguish axiomatic systems, in
order to obtain a uniform notion of deductive consequence of axiomatic systems.

Future work can be done both in theory and in application. In theory, we may
explore the connection between the new definition and deductive consequence de-
fined in other types of proof systems. For example, Fitting also distinguishes local
and global rules in tableau systems for modal logic. What is the connection between
Fitting’s rules and ours? In natural deduction systems and sequent calculi, a rule is
treated as a relation between derivations rather than between formulas as in axiomatic
systems. Can local and global rules also be distinguished there? In application, we
may explore how the new definition can be applied to other logics, including non-
normal modal logics and substructural logics.
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Appendix: Proofs

Proof of Proposition 7. The direction from right to left is obvious by Definition 6.
The other direction is by induction on the length of the proof of . The only interesting
case is that  is obtained from 1, . . . , ¢, by applying a local rule of S. By inductive
hypothesis, every ; € Th(S), for 1 < i < n. Let 7; be a formal proof of each ; in
S, then (71, ..., my, @) is a formal proof of ¢ in S. Hence, ¢ € Th(S). O

Proof of Proposition 10.

(i) The direction S < SP is obvious. For S < S, we first show that 7} h(SD) C
Th(S), by induction on the length of the formal proof of ¢ € Th(SP). The only
interesting case is that ¢ is obtained from ¢, ..., ¢, using one of the rules
in D. Then ¢1,...,p, Fs ¢, i.e., there is a formal derivation § of ¢ from
{¢1,...,on} in S. By inductive hypothesis, each ¢; € Th(S) and thus has a
formal proof 7; in S. Now (71, ..., 7m,,0) consists of a formal proof of ¢ in
S. Hence, ¢ € Th(S). Now we show by induction on the length of the formal
derivation of ¢ from I" in S” that I" -¢p  implies " g ¢. The only interesting
case is that ¢ is obtained from ¢, ..., ¢, using one of the rules in D. Then
1, .-, ¢n s @. Thus, there is a formal derivation § of ¢ from {1, ..., ¢, }
in S. By inductive hypothesis, I' -5 ; for 1 < ¢ < n. Foreach1 <1 < n, let
d; be a formal derivation of ¢; from I" in S. Now (41, ...,d,,d) consists of a
formal derivation of ¢ from I' in S. Hence, I g .

(i) The direction S < Sp is obvious. For Sp < S, notice that no local rules are
added to S. Thus it suffices to show that Th(Sp) C Th(S). The proof is the
same as that for Th(SP) C Th(S) above.

(iii)) The direction S < S 4 is obvious. For S4 < S, it suffices to show that
Th(S4) C Th(S). By induction on the length of the formal proof of ¢ €
Th(S_4). The only interesting case is that ¢ is obtained from ¢, . .., ¢, using
one of the rules in A. Then kg ; for 1 < i < n implies Fg ¢. By inductive
hypothesis, we have ¢; € Th(S) for 1 < ¢ < n. By Proposition 7, -g ¢; for
1 < ¢ < n. By the admissibility of the rule, s . By Proposition 7 again,
@ € Th(S).

(iv) Straightforward from (i) and (iii).

(v) Straightforward from (ii) and (iii). O

Proof of Proposition 12. Since PC1 and PC2 are available, and MP is the unique
local rule, the proof for the deduction theorem of PC is reusable for PC A. ]

Proof of Proposition 11. Consider S = PCry . By Proposition 9, RN is an admis-
sible rule of S. We show that S # SRNin particular, p Fgrv Op but p ¥ Op. The
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former is obvious. For the latter, consider the standard relational semantics for modal
logic. Since all axioms in S are valid, all local rules of S preserve local truth, and all
global rules of S preserve validity, if p g Op then p Fx Op, where FE is the standard
semantic consequence of the modal logic K. But p ¢ Op. Hence, p g Op. ]

Proof of Example 1. Consider the standard relational semantics for modal logic.
Let § be any frame in which there is a world accessible from another (different) world.
Then p — Op is not valid in §. On the other hand, all the axioms of PCRN are valid
in §, and all the rules of PCRN preserve validity in §. Suppose Fpcrny p — Op, then
p — Op will also be valid in §, contradiction! ]

Proof of Theorem 14. For (i), suppose I' =gz . First, we show that Th(S%) C
Th(S[R]), by induction on the length of the proof of the theorem of S¥. The only
interesting case is that the theorem 1 is obtained from previous formulas ¢1, ..., @5,
in the proof using the rule R. Then by inductive hypothesis, adding the axiom ¢ —
(p2 = -+ (pn — 1) - - ) and applying modus ponens n times will obtain ¢ in S[R].
Now we prove by induction on the length of the derivation of ¢ from I' in S¥. The
only interesting case is still that v is obtained from previous formulas using the rule
R. The proof goes in the same way.

For (ii), suppose S admits the deduction theorem. Suppose I' s,z . First,
we show that Th(S[R]) C Th(S™). The only interesting case is that ¢ is an axiom
01— (p2 = -+ (@ — ) ---) such that ({p1,..., 0 },%) € R. Since ST admits
the deduction theorem, it suffices to show that ¢1,..., ¢, Fgr 1, which is a direct
application of the rule R.

For (iii), suppose S[R] < SF, Th(S) contains PC1 and PC2 and I,  Fgr ).
We prove by induction that T' gz ¢ — 1. Since S[R] < S¥, it suffices to show
I' Fgir] ¢ — . The only interesting case is that ¢ is obtained from 1, ..., ¥,
by using the rule R. Then @1 — (w2 — --- (@, — )---) is an axiom of S[R].
Applying PC1, PC2 and modus ponens, it is easily shown that for any «, 3, ~,

(¥) a—=B,8—=vkFgpa—1.

By inductive hypothesis, I' -g(z] ¢ — ¢; for 1 < i < n. Then by using n times of
(*), PC2 and modus ponens, we obtain I gz ¢ — 1, as required. O

Proof of Lemma 19

1. =) By induction on the length of the formal derivation of ¢ from I" in g/L.. The
only interesting case is that (o = O is obtained from ) by RN. By inductive
hypothesis, O“T" 4, ¢. It follows that OO“T" 4, 0. Noting that OO“T" C
O“T, we have O“T" k., .
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<) By induction on the length of the formal derivation of ¢ from O“T in /7L.
The only interesting case is that (o = 0" for some ) € I'. Since RN is a local
rule of g7L, we have 1) = 0" and hence I 441, .

2. =) By induction on the length of the formal derivation of  from I" in /vL. The
only interesting case is that (o = 17 is obtained from v by US. By inductive
hypothesis, I'* t4, 1. It follows that (I'*)? t4, 1. Noting that (I'*)7 C I'™*,
we have I'™ Fpp, .
<) By induction on the length of the formal derivation of ¢ from I'* in /7L.
The only interesting case is that o = ¢ for some ¢ € I" and substitution o.
Since US is a local rule of /vL, we have ¢ 1, ¥? and hence I' 1, .

3. The first two ‘iff’s are prove similarly as in (i) and (ii). The third ‘iff’ then
follows from (i) or (ii). O

Proof of Lemma 20. Since /fL. and L have the same set of axioms and rules, Th(/fL)
= L. Now for I, C by, suppose I' 1, ¢. The only interesting case is ¢ € I'. Since
@ —  is provable in L, we are done.

For by, C kg, suppose I' Fr, . Then there exists finite {1,...,p,} C T
such that o1 A --- A, = ¢ € L. By the property of classical propositional logic,
we have 1 — (p2 — - (¢n — ¢)---) € L. Since Th(IfL) = L, we have
i o1 — (w2 = -+ (on — @)---). By repeating applying the rule of modus
ponens in /L, it follows that I' -1, . 0

Proof of Corollary 21. Immediate from Lemma 20, since for any normal modal
logic L, I iy, ¢ implies OI" Fy, Oep. O

Proof of Lemma 23. =) Suppose O“I" ¥, ¢. Then there exist a frame Fin F, a
valuation V on §, and a world w in § such that §, V, w IH* O“T but S, V,w el Pp.
Let (3, V') be the submodel of (F, V) generated by w. Then §’, V', w I O“T and
V', w ¥ p. From the former, it follows that §’, V' IF¢' T, since all worlds in
§’ are either w or accessible from w in finite steps. From the latter, it follows that
§', V' & . Since F is closed under subframes, §' is also in F. Thus, T' F,r ¢.

<) Suppose I' #,F . Then there exist a frame § in F and a valuation V' on §
such that §,V IF" T but §,V W& ». From the latter, it follows that there exists a
world w in § such that §, V, w ¥ ¢. From the former, it follows that every ¢ € I is
true at all worlds in §. Thereby, it can be easily verified by induction on n that O™
is true at all worlds in § for all 44 € ' and n € N. In particular, §, V, w I OwT,
Hence, O“T ¥ ¢ . O

Proof of Theorem 24. Suppose -1, = F¢. For soundness, it suffices to show that
the new local rule RN in gfL preserves the semantic value I8 of gfF, i.e., for any
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model 91 based on any frame in F, for any ¢ € Lp, if M IFE" ¢ then M 1" Oep,
which is straightforward.

For completeness, suppose I' Fgr . By Lemma 23, O“T" Fjr . Since by,
= FuF, it follows that O“T" 4, . By Proposition 19(i), we have I' Fgq, ¢, as
required. O

Proof of Proposition 3. First, we show Fg55 C l—fs’s. Suppose I' Fgs5 0. Then we
have O“T" ;g5 . By Lemma 20, we have O“T" Fg5 ¢. By the proof property of
normal modal logic, OO“I" g5 Oy. Note that in S5 for all n > 1, 0"y is equivalent
to O¢p. It follows that OI" kg5 Oep.

Then we show g5 C bgss. Suppose I His ¢, i.e., OI' Fgs Op. Then OT Fgs ¢,
since Oy — ¢ is a theorem of S5. By Lemma 20 , we have OI" ;g5 . Thus
O“T" Fyuss . Then we have I' Fgis5 .

The two inequalities are obvious, since they have different sets of theorems. [

Proof of Proposition 25. =) It suffices to show that if p € Th(gfKX) then ¥ gk
. By induction on the length of the formal proof of ¢. If ¢ € Axyxksy, then either
@ € Awgk or ¢ € Y. In either case, we have X Fgx . If ¢ is obtained by MP
or RN, then it can be easily verified by inductive hypothesis that > g% ¢, since
MP and RN are local rules of grK. If ¢ = 17 is obtained from ¢ by US, then by
inductive hypothesis, X g 1. It can be easily by induction that 37 kg 7. Since
Y is substitution closed, X7 = X. Thus, ¥ Fgi .

<) By induction on the length of the formal derivation of ¢ from I' U ¥ in grK.
The only interesting case is that ¢ € 3. But since gfKX has X as axioms, obviously
r l_gtKE - O

Proof of Lemma 26. For (i), we prove by induction on ¢. If ¢ = p is an atom, then

&L V,w IH piff w € V(p)
iff w € |1y
iff w € [[wp]]®L’VL (by the truth lemma)
iff &L, VL w I <p5

The other cases are immediate by inductive hypothesis.

For (ii), suppose &%, VL w J" ». Then there exists an admissible valuation
V for &L such that &%, V,w IF* —p. By (i), it follows that &%, VL w IF (—¢p)?.
Hence, &%, VL w k! p*,

For (iii), noting that for any u in &', L C u, we have &% VI v IFH L by the
truth lemma. By (ii), it follows that &% u - L, as L is closed under substitution.
Since u is arbitrary, we have & |8 L. 0
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Proof of Theorem 27. For soundness, it suffices to show that the new local rule
US of IvL preserves the semantic value I of /VG(L), i.e., for any general frame
® ¢ G(L) and any w in f, for any ¢ € £ and any substitution o in Lo, if &, w IF ¢
then &, w I 7. We prove the contrapositive. Suppose &, w ¥ . Then there
exists an admissible valuation V' for & such that &, V,w ¥ ¢?. Define V' such
that for all atoms p, V'(p) = [o(p)]®"V. Note that V' is also admissible for &. It
can be shown by induction on ¢ that &, V,w IFH 7 iff &, V' w IF ¢. Hence,
&, V', w K" o, which implies that &, w " ¢, as required.

For completeness, suppose I' ¥,,1, . By Proposition 19(ii), I'* ¥, . Then
I'* U {—p} is L-consistent. By Lindenbaum’s Lemma, it can be extended a maxi-
mal L-consistent set I't. By the truth lemma, &Y VL T+ IF* T'* U {-¢}. Thus
L VLTt - I and &, VL Tt K" . By the latter, &, Tt ¥ ¢. By the
former and Lemma 26(ii), &%, 't |- I". By Lemma 26(iii), 8 ¢ G(L). Hence,
I' 6L o, as required. O

Proof of Theorem 29. For soundness, it suffices to show that the new local rules
RN and US of gvL preserve the semantic value I-8" of If. Since RN preserves IH/, it
also preserves IF£”. Since US preserves I-?, it also preserves IF".

For completeness, suppose I' ¥, ¢. By Proposition 19(iii), O Ky, ¢.
Following the proof of Theorem 27, we have &%, I't [F" 0T and &%, T+ £ ¢, and
hence &L &Y o, where I'" is the maximal L-consistent set containing O“T* U {—¢}.
Let &%, be the general subframe of & by I'*". It follows from &%, T'* |- O“T that
(’511:+ IF&" T'. By Lemma 26(iii), we also have (’511:+ IF L and thus (’511:+ € f. Hence,
I'FoigL) ¥, as required. O

References

[1] A.Avron, 1991, “Simple consequence relations”, Information and Computation, 92(1):
105-139.

[2] D.W.Barnesand J. M. Mack, 1975, An Algebraic Introduction to Mathematical Logic,
New York: Springer.

[3] J.L.Belland M. Machover, 1977, 4 Course in Mathematical Logic, Amsterdam: North
Holland.

[4] P.Blackburn, M. de Rijke and Y. Venema, 2001, Modal Logic, Cambridge: Cambridge
University Press.

[5] 7. Bledin, 2014, “Logic informed”, Mind, 123(490): 277-316.
[6] A. Chagrov and M. Zakharyaschev, 1997, Modal Logic, Oxford: Oxford University
Press.

[71 B.F. Chellas, 1980, Modal Logic: An Introduction, Cambridge: Cambridge University
Press.



Xuefeng Wen / A New Way of Defining Deductive Consequence for Modal and Predicate Logic 23

[29]

[30]
[31]

[32]
[33]

A. Church, 1956, Introduction to Mathematical Logic, Princeton: Princeton University
Press.

H. B. Enderton, 2001, 4 Mathematical Introduction to Logic, London: Academic Press.
R. Fagin, 1995, Reasoning about Knowledge, London: The MIT Press.

M. Fitting, 1983, Proof Methods for Modal and Intuitionistic Logics, Dordrecht: Spr-
inger.

M. Fitting and R. L. Mendelsohn, 1998, First-Order Modal Logic, Dordrecht: Springer.
R. Goldblatt, 1993, Mathematics of Modality, Stanford: CSLI Publications.

R. Hakli and S. Negri, 2012, “Does the deduction theorem fail for modal logic?”, Syn-
these, 187(3): 849-867.

A.Hamilton, 1978, Logic for Mathematicians, Cambridge: Cambridge University Press.

W. H. Holliday and T. F. Icard III, 2017, “Indicative conditionals and dynamic epis-
temic logic”, in J. Lang (ed.), TARK-2017, pp. 337-351.

W. H. Holliday and T. F. Icard III, 2018, “Axiomatization in the meaning sciences”,
in D. Ball and B. Rabern (eds.), The Science of Meaning, pp. 73-97, Oxford: Oxford
University Press.

G. Hughes and M. Cresswell, 1996, 4 New Introduction to Modal Logic, London: Rout-
ledge.

S. C.Kleene, 1971, Introduction to Metamathematics, Groningen & Amsterdam: Wol-
ters-Noordhoff Publishing & North-Holland Publishing Company.

M. Kracht, 1999, Tools and Techniques in Modal Logic, Amsterdam etc.: Elsevier.

C. C. Leary and L. Kristiansen, 2019, 4 Friendly Introduction to Mathematical Logic,
New York: Milne Library.

E. Lemmon, D. Scott and K. Segerberg, 1977, An Introduction to Modal Logic, Oxford:
Blackwell.

E. Mendelson, 2015, Introduction to Mathematical Logic, Florida: Taylor & Francis.
R. Montague and L. Henkin, 1956, “On the definition of ‘Formal deduction’”, Journal
of Symbolic Logic, 21(2): 129-136.

S. Popkorn, 1994, First Steps in Modal Logic, Cambridge: Cambridge University Press.
W. Rautenberg, 2010, A Concise Introduction to Mathematical Logic, New York: Spr-
inger.

K. Segerberg, 1971, An Essay in Classical Modal Logic, Uppsala: Uppsala University.

C. Smorynski, 1984, “Modal logic and self-reference”, in D. Gabbay and F. Guenthner
(eds.), Handbook of Philosophical Logic, Vol. 2, pp. 441-495, Dordrecht: Reidel.

G. Sundholm, 1983, “Systems of deduction”, in D. Gabbay and F. Guenthner (eds.),
Handbook of Philosophical Logic, Vol. 1, pp. 133—188, Dordrecht: Reidel.

J. van Benthem, 1983, Modal Logic and Classical Logic, Napoli: Bibliopolis.

J. van Benthem, 2010, Modal Logic for Open Minds, California: Center for the Study
of Language and Information.

Y. Venema, 1992, Many-Dimensional Modal Logic, University of Amsterdam.
S. Yalcin, 2007, “Epistemic modals”, Mind, 116(464): 983—1026.



24 Studies in Logic, Vol. 13, No. 6 (2020)

e SO S I R E AR 28 Ja 7K B T VA
wm =

BRASATE 1A X240 AT S SR 7R 2 FoE SO AR 2RSS, H
ENHESERE A EEAEAB ARG X 0 WS, BATZE T —FoE 3G
G JE AR RIETTE . IR T A E AL, T HL AT DR AR S AN 7] 12
P 6 MR AMES SRRk BATBERY, e O7 ARG AR LR

L4 PRSI T
SHIPNES T3 3

wxflogic@gmail.com



	Introduction
	A New Way of Defining Deductive Consequence
	Rules
	Axiomatic systems
	Deductive consequence
	Rules revisited
	The deduction theorem revisited

	Unifying the Concept of Logical Consequence
	Unifying semantic consequence
	Unifying deductive consequence
	Deductive consequence for local truth consequence
	Deductive consequence for global truth consequence
	Deductive consequence for local validity consequence
	Deductive consequence for global validity consequence


	Comparison to Other Definitions
	Conclusion and Future Work

