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A Logic that Captures 5P on Ordered Structures*
Kexu Wang Xishun Zhao

Abstract. We extend the inflationary fixed-point logic, IFP, with a new kind of second-order
quantifiers which have (poly-)logarithmic bounds. We prove that on ordered structures the new
logic Jloe” [Fp captures the limited nondeterminism class SP. In order to study its expressive
power, we also design a new version of Ehrenfeucht-Fraissé game for this logic and show that
our capturing result will not hold in the general case, i.e., on all the finite structures.

1 Introduction

In descriptive complexity theory, it is the most interesting task to find a logical
characterization of a complexity class. But why do we need logics to characterize (or
capture) complexity classes?

Logics speak directly about graphs and structures, whereas most other
formalisms operate on encodings of structures by strings or terms. Hence
a logical characterization of a complexity class is representation-inde-
pendent. —Martin Grohe ([8])

We know in graph theory or database theory, more essentially we care about graph
properties (or Boolean queries), i.e., the properties which do not depend on encoding.
A graph property is always closed under isomorphism. This coincides with that the
model class of a logic sentence is closed under isomorphism. Descriptive complexity
theory intends to consider every logic sentence as a machine and vice versa. Thus
every model of a sentence could be associated with an input of a corresponding ma-
chine and the logic (actually a class of sentences) would be related to a complexity
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class (actually a class of Turing machines). The precise definition will be given in
2.2.

In this paper, let’s turn to some limited (or bounded) nondeterminism classes,
which are included in NP while including P. The idea of limited nondeterminism was
first defined by Kintala et al. in [13]. Then in [3] Cai et al. discussed a more general
case, 1.e., the “Guess-then-Check” model.

Definition 1.1 ([3])

Let s : N — N and C be a complexity class. A language L is in the class
GC(s,C) if there is a language L’ € C together with an integer ¢ > 0 such that for
any string u, u € L if and only if 3v € {0,1}*, |v| < ¢ - s(|u|), and u#v € L'.

Naturally NP = J,.y GC(n, P). For any sublinear function f, let’s define
By =GC(f,P)

Specially for k € N we denote 8, = GC (log®, P) instead of Blogr- Let

sP = B

keN

Correspondingly we introduce 37, the second-order quantifier bounded by f.
(We call this the f~bounded quantifier.) The semantics is straightforward. For any
formula ¢, any relation variable X and any structure .7,

o 3 X ¢ < thereis a subset S C A™X) with |S| < f(|A]),
such that &7 F gi)[%]

We care more about the second-order quantifiers with a logarithmic bound, writ-
ten as 3°¢". We call these log-quantifiers. The new logic 3'°2”IFP is obtained by
extending the inflationary fixed-point logic IFP with all the log-quantifiers. The main
theorem will show that 3'°¢” IFP captures SP on ordered structures. An ordered struc-
ture is a structure whose domain has a built-in linear order. One can notice that the
log-quantifiers will act as the part “Jv € {0,1}*, |v| < ¢ - s(|u|)” in definition 1.1.
The log-quantifiers “guess” and then the IFP formula will “check”.

Our characterization is a natural extension of the famous Fagin s theorem and
Immerman-Vardi's theorem. R. Fagin ([5]) showed that NP is captured by the exis-
tential second-order logic X1, which consists of formulas in the form

X ... 3X o

where ¢ is first order and X ... X, are relation variables. As a corollary of Fagin’s
theorem, every layer of the polynomial time hierarchy, PH, is captured by a layer of the
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second-order logic. ([4]) The fundamental result of capturing P is Immerman-Vardi’s
theorem. ([11, 16]) It shows that IFP captures P on ordered structures.

The restriction on ordered structures is vital. Actually so far we do not know
what logic can capture P without a built-in order. Logics are free from encoding, but
when we intend to simulate a Turing machine with a logic sentence, it cannot be helped
using a linear order to encode graphs or structures. This is related to a more funda-
mental and sophisticated problem, canonization (or canonical labeling) of graphs (or
structures). A canonization is an algorithm which returns the unique labeling of a
graph no matter how we label the vertices of the graph initially. The P-computable
canonizations do exist on some certain classes of graphs, for instance, trees ([ 14]), pla-
nar graphs ([14]), graphs of bounded treewidth ([2]), graphs of bounded degree ([1]).
Researchers are also interested in using logics to define a canonization. There are
IFP-definable canonizations on cycles ([4]), grids ([4]) or 3-connected planar graphs
([6]). That means on these classes IFP can provide a canonical linear order and cap-
tures P. An important approach is to extend IFP to capture P on some more general
classes. For example, IFP with counting, denoted by IFP+#, on trees ([12]), planar
graphs ([6]), graphs of bounded treewidth ([9]), graphs of bounded rank width ([10]).

Neither IFP nor IFP+# can capture P in the most general case, i.c., on all the
finite structures. They were originally proved via the game method. Alongside this
notion we will design a new Ehrenfeucht-Fraissé game and prove 3'°2”IFP fails to
capture SP in the most general case, too.

2 Preliminaries

We assume that the readers are familiar with the basic concepts of computational
complexity theory and mathematical logic. A signature 7 is a finite class of relation
symbols. For convenience we do not talk about constant symbols and function sym-
bols. Z|[r] is the formulas of logic .¥ formed with symbols in 7. A T-structure
(or structure over 7) 4 explains the symbols in 7 on a domain B. In this paper we
only consider finite structures, i.e., whose domain is a finite set. STRUC[7] is the
class of all 7-structures. A graph is a structure over signature { £’} whose domain
V is a set of vertices. STRUC[7]< is the class of all ordered 7-structures (there is
a built-in linear order of whose domain). STRING is the class of all strings. Let
T = 1<, Po, P1, Py, P, P }. A string u is a structure over 7y, i.e.,

u:(U,<,P5‘,PfL,P#,PZJaP>u)

where

« U={0,1,...,|ul -1}
» < is the natural linear order of U
* Pj'i <= the i-th bit of uis 0
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* P/t <= the i-thbitofuis 1
* Pji <= the i-th bit of u is #
* Pli <= the i-th bit of u is (
* Pl <= the i-th bit of u is )

“#” is used to separate two concatenated strings, for instance, “u#v”. “(” and “)” are
used for encoding in definition 2.1. None of the three auxiliary symbols are theo-
retically necessary and all strings can be represented binarily, i.e., just with 0 and 1.
However their attendance makes our proofs much easier.

A Boolean query Q on 7 is a class of structures over the same signature 7, and
closed under isomorphism, i.e., for any <7, 8 € STRUC[T], if & ~ £, then,

d EQee= ABcQ

For example, languages (classes of strings) are Boolean queries on 7.

In the following context, we often use the logarithmic function log(n), whose
value is expected to be an integer, so we let log(n) = [logy(n)]. Let [n] = {0,1,...,
n — 1}. Note that log(n + 1) is the minimal length of n’s binary expression. In this

paper, for any formula ¢(z, X ), “¢[7, %]” means the value a (resp. R) is substituted
into x (resp. X) if x (resp. X) is free. We abuse the notation | - |. If u is a string, |u]

is its length. If A is a set, | A| is its cardinal. If 7 is a k-tuple, then |Z| = k.

2.1 Encoding structures

In order to represent the structures in a Turing machine, we need to encode struc-
tures as strings. W.l.o.g., we take the following way of encoding:

Definition 2.1 (Enumerating encoding) Forany signature = {Ry, ..., R, }, where
arity(R;) = r; (1 < i <m),any &/ € STRUC|7|< withdomain A = {ao, ..., a1}

1. enc(o/) = (enc(A)enc(RY) . ..enc(RZ))
2. enc(A) = (enc(ap) . .. enc(aj-1))
3. Forany: € {1,...,m}, suppose di, ..., d\mﬂ are all ;-tuples in Rf{,
enc(RY) = (enc(ay), . . ., enc(d|per)))
4. Suppose t = (t1,...,ts)isatuple witht1,...,ts € A,
enc(t) = (enc(t1) . ..enc(t,))
5. Suppose a is the j-th elementin A, 0 < j < |A|,

enc(a) = (“the log|A|-long binary expression of 5”)
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Note that
lenc(/)| = log|A]-O( Y (IR7| 7))

1<i<m

and fori € {1,...,m},
lenc(R{”)| = log |A| - O(IR{’| - 1)

The length |enc(<7)| is related to every cardinal | R |. The machine needs the
auxiliary symbols to parse enc(</) because it cannot know ahead of time how long
enc(R;‘y ) is. The extra length of auxiliary symbols can be ignored in a big-Oh nota-
tion.

2.2 Logic characterization of complexity

Definition 2.2 ([7])
A logic .Z captures a complexity class C on a class K of structures, if the fol-
lowing conditions are satisfied,

1. Z]r] is decidable, for any signature 7.
2. Thereis an effective procedure to associate with each .Z-sentence ¢ a C-bounded
Turing machine M, such that, for any &/ € K, M can decide whether

AE G

3. For any Boolean query @ in C, there is an .Z-sentence ¢ such that for any
o e,

o Epiffof € Q

(We assume that /C is closed under isomorphism.)
If K is the class of all structures, we simply say .Z captures C.

There are two most classical theorems in descriptive complexity theory.
Theorem 2.3 (Fagin’s Theorem, [5]) X1 captures NP.

Theorem 2.4 (Immerman-Vardi Theorem, [11, 16]) IFP captures P on ordered struc-
tures.

IFP is gotten by extending the first-order logic FO with the inflationary fixed-point
operator. IFP inherits the formation rules of FO besides

* If ¢ is a formula, then so is [IFPy y9 (¥, Y')]t. where Y is a relation variable
and |7 | = || = arity(Y)



6 Studies in Logic, Vol. 13, No. 3 (2020)

[IFP; v (7, Y)] is the fixed point of the function f YV¥ defined by the fomula Y/ V
(7, Y). This semantics will not be used in this paper, so readers can turn to [4] and
[15] for details.

In logic we needn’t even study structures over all different signatures. We par-
ticularly care about STRING and graphs, which the structures over other signatures
can be interpreted to.

Definition 2.5 Let.% bealogic. LetT, o be two signatures. 0 = { Ry, Ro, ..., Ry},
where arity(R;) = r; (1 < i < m). An k-ary £-interpretation from 7 to o is a sieres
of Z[r]-formulas

I = (buni(Z), b, (F1s- oo Try)s o Sy (T1s s )

where the variables Z, 71, ... are k-tuples. For any <7 on T,

L) = (dui (), 07, e )y 0, (e )

aof

is a o-structure, if we consider the k-tuples satisfying ¢

(Note that: ¢ (_) == {@ | o/ F ¢[Z]})
Suppose S1 € STRUC][7] and S5 C STRUCJ[o] are two Boolean queries. If 1
also makes sure for any &/ € STRUC[7],

(%) as individual elements.

o €51« I(A) e S,
we say [ is an .Z-reduction from S to Ss.
It is not hard to prove for any &7, 4 € STRUC|[7]
A~ B = ()~ I(B)

Lemma 2.6 For any signature 7, there is an FO-reduction I from STRUC|7]- to
STRING and for any <7, % in STRUC|[T].,

o > B <= () =1(B)
Lemma 2.7 Let ¢ be a formula of IFP[o],

I = <¢unia ¢R1’ A ¢Rm>

is an k-ary reduction from STRUC[7] to STRUC|[o]. ¢/ is obtained by

* replacing every variable x occuring in ¢ by a new k-tuple & (which consists of
all new variables, let’s denote it by z7),

* replacing every relation I?; in ¢ by ¢g,,

« changing the subformula Vz . .. in ¢ to Va! (¢uni(z!) — ...),
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» changing the subformula 3z ... in ¢ to 3z (puni () A ...),
« for [IFP;y¢(y,Y)] is in ¢, where i/ = y1y2...y; and arity(Y') = I, then
replacing [IFP; vy (Y, Y')] by

FPrr iy N\ buni(d) A (i -yl Y]
1<i<l

where Y is an [ - k-ary new relation variable.
Then for &7 € STRUC|7],
A E = I(F)E ¢

These two lemmas tell us STRING and ordered structures are deeply related.
& captures C on STRING if and only if % captures C on ordered structures. In the
following context, we will first prove our theorem on STRING, and naturally it holds
on ordered structures.

3 Capturing Results

Here is an alternative definition of SP prepared for our later proofs:

Definition 3.1 A language L is in the class j;, if there is a language L' € P to-
gether with an integer ¢ > 0 such that for any string v, v € L if and only if
Jv € {0, 1}30'1°gk(|“‘), ut#tv € L'. (where {O,l}gc'logk(‘ub is all the 0-1 strings of
length at most ¢ - log"(|ul).)

BP = Upen Br-

Since 1 = GC(log,P), in fact the “guess” part can be computed in time 2¢1°2,
which is a polynomial. Thus we have

P=p1C B C...CBPCNP

3.1 Logarithmic-bounded quantifiers

The log-quantifier Jog* is the second-order quantifier with a bound log”. As we
mentioned,

of E 3" X <= there is a subset S C A“X) with | S| < logF(|A]),

such that <7 F qb[%]

It doesn’t matter how large arity(X) is. As long as arity(X) is a nonzero natural
number, Jog* can be applied. Naturally

ylog® x . — —glog” x
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Let log” = {log" | k > 0}. Then 32" = {Ell"gk | k> 0}

Definition 3.2 An formula of 3°¢”IFP is in the form,
Joght x glog™ x| gloe™ x4

where m > 0; k1, ko, ... k> 0; 9 is an IFP-formula.

Those formulas without any occurrences of log-quantifiers are log-quantifier-
free.

Here are three parameters we will use. The maximal variable arity of a for-
mula, mva(¢) = max{arity(X) | X is a relation variable, free or bounded by a
log-quantifier, in ¢}. The height of a formula, height(¢) = max{k | Jlog" o loe"
occurs in ¢}. The log-quantifier rank of a formula,

. lqr( ) = 0, if ¢ is atomic

* lgr(¢) = lgr(y),if ¢ =

s lgr(¢) = max(lgr(y1),lgr(ve)), if ¢ = Y1 — 1o
* lgr(¢) = lgr(y), if ¢ = Jxyp

o Igr(¢) = Ilgr(v) + 1,if ¢ = HIngX”L/J for k > 0.

For k > 0, Jloz" [FP is the sublogic of 32" IFP, the heights of whose formulas are no
larger than k.

3.2 Main theorem

Theorem 3.3 3'°2”IFP captures SP on STRING.

Proof Idea Actually we will prove for & > 1, Jlog" Ep captures 41 on STRING.
Note that an 3'°¢" TFP [Tstr]-sentence corresponds to a [y 1-bounded Turing machine,
not a Si-bounded one. It is because for any © € STRING and any relation vari-
ble X, when we encode the value of X, as we did in definition 2.1, |enc(X)| =
|O(logh*1 |U])|. According to definition 2.2, our proof consists of three parts. The
main idea is simple: we use “J°¢" X to simulate “Jv € {0, 1}§C'1°gk(|“|)” in defini-
tion 3.1 and vice versa; then we apply Immerman-Vardi’s theorem.

But here is a problem: for any v in “Jv € {0, 1}30‘1°gk(|“‘)” in definition 3.1,
can we have an IFP-reduction I such that there exists X in “3°¢" X and I (X) =0v?

Lemma 34 Letk e N— {0}

There is an encoding .J such that for any string « with domain U, JY is a sur-
jection from {S | S C U? and |S| < logF(|U])} to {0, 1}Sles"(1UN-log(IU)-1),

And let 7, = 74y U {R1, Ra, ... R, }, where Ry, ... R, are binary relation sym-
bols. There is an IFP-reduction I from STRUC| 7, ] to STRING such that for any u €
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STRING and binary relations RY, ... R* € {S | S C U? and |S| < log"(|U|)},
I((u,RY,...RY)) = u#JY(RY)JY(RY) ... JY(RY)

Proof (of lemma 3.4)
Forany S € {S | S C U?and |S| < log®(|U]|)}, JU(S) is gotten by doing as
follows

1. getting enc(S);
removing the first element of each tuple of S from enc(.S);

3. removing the log(|U|)-th bit of each consecutive binary substrings in the en-
coding;

4. removing the symbols “(” and “)”.

For example suppose log(|U|) = 3, and S = {(1, 3), (1,0), (2,0)}, then
enc(S) = (((100)(110))((100)(000)){(010)(000)))

Then we do
(((100)(110)){(100)(000))((010){000)))

4
(((1607(110)) ((1607(000)) ({047} (000)))
4
(((110))((00g)) ((00d)))

¢
110000

So JY(S) = 110000 in this example.

It is easy to verify that JY is a surjection.

Now we construct the [FP-reduction /. With the help of the linear order <",
we can construct [FP-formula BIT(y, ), which means “the z-th bit of the binary
expression of iy is 1. (But here we do not provide the details of BIT. The readers can
turn to [15, p. 96].)

Let & = 710223747521 - - - Ziog(r)- 1t’s an (log(r) + 6)-ary tuple of variables.
Now we define:

¢« is the lexicographic order of (log(r) + 6)-ary tuples

opy (%) :=(x1 =22 =0A Py(z4)) V(1 =22 =1A24 =0)
op, (X)) :=(x1 =22 =0AP1(z4))V (1 =22 =1AN24 = 1)
op, (%) =1 =22 =0A Py(x4)) V(1 =0 AN 22 = 1)

PP, (%) :==(z1 = 29 = O\ P((24))

¢p,(T) =(z1 = 22 = 0A B (24))
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Qbuni(f) = (-Tl =x22=0
/\y:zlz...:zlog(r):$3:x5:0)
\/(33120/\.%'2:1

/\y:zlz...:zlog(r):a:3:m4:x520)
\/(561::E2:1
/\( \/ (Rzl’g,y
1<i<r

N %2129 . .. 2109(r) 18 the binary expression of ¢”
Nzg <log(|U|) —1

Azg =1+ BIT(y, z3)

Nxy =0« —BIT(y,x3))))

So I = (¢Gunis <, Oy, PP, OP, op; ¢ p>) is an IFP-reduction that we want. O

Proof (of theorem 3.3)

By definition 2.2, our proof consists of three parts. Let k& > 0.

Firstly. 3'°¢”IFP[7] is decidable, for any signature 7.

Secondly. For any J°¢" TFP[ry]-sentence ¢ = 3°¢" X, ... 0" X, 4, where
1 is log-quantifier-free and all its relation variables are among X ... X, and kq, . ..
km < k. We construct a ;41-bounded Turing machine My, as follows: for any u €
STRING,

uF ¢ <sthere are §; C U“X0) g C y@i(Xm)

and |Sy| < logh |u|, ..., |Sm| < logh™ |ul
X Xm
hthatu EyY|—,..., —

By theorem 2.4, there is a P-bounded Turing machine My, that can verify whether

Xm]
Ry,
for o on 7 U {X1,..., X, } and &/’s explanation Ry, ..., Ry, of X3,..., X;,.

In order to guess and store the values of X1, ..., X, by definition 2.1, M will
need

X1
o Epl—, ...
w[Rla )

O(log" ™ |u| - arity(X1) + . .. + loght1 |u| - arity( X))

nondeterministic bits, or simply, O(log"*! |u|) nondeterministic bits in total.

then M, returns TRUE if there are S, . . ., Sy, with |5y | < loght luly ... s [Sm] <
loghm |ul, such that My, accepts (u, S1, . .., Sp). Otherwise My returns FALSE.

So My, is a 8. 11-bounded machine that we want.
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Thirdly. Suppose L is a language in S;41. By definition 3.1, there is a function
f(n) = O(log"**(n)) and a P-bounded Turing machine M, such that for any u €
STRING,

uwe L < v e {0,1}5/0D) M accepts uttv

There exists r € N — {0} such that for any n € N — {0}, f(n) < r- log"(n) -
(log(n) — 1). Let Ry,... R, be r new binary relation symbol. We can construct a
P-bounded Turing machine M’ such that for any strings u, v, z with v € {0, 1}§f (ful)
and z € {0, 1}Srlog" (jul)-(log(jul)~1)

M’ accepts u#z <=M accepts u#v
and v is the leftmost f(|u|) bits of z.

(M’ need not compute the function f, so it does not matter whether f is computable
or not.) By theorem 2.4, there is an IFP[7]-sentence ¢y such that for any v €
STRING,

v E ¢y <= M’ accepts v

By lemma 3.4, there is a (log(r)+-6)-ary IFP reduction from STRUC| 7 U{ R1, . .. R, }]
to STRING, I = (Gunis ¢<, dpy, PPy, dpys $p, dp,). With the help of lemma 2.7, let
w = w]{/l/

1 is an IFP-sentence on 75 U { Ry, ... R, }. Let
¢ =T R, .. TRy

which is an Jlg" IFP[74|-sentence. And for any u € STRING,
ue L= ukF¢ [l

In the above proof, we can see only binary relation symbols Ry, . . . R, are bound-
ed by the log-quantifiers. So we obtain

Corollary 3.5 On ordered structures, every formula of Jog" [FP is equivalent to a
formula of 3°¢" TFP whose bounded relation variables are binary.

4 The Expressive Power

IFP fails on a very important P-decidable Boolean query, EVEN. ([4]) For any
graph G, G € EVEN if and only if domain |V| is even. There is no sentence ¢ of
IFP[{ E'}] such that

G € EVEN<«<=GE ¢

(EVEN is not definable in IFP.) So IFP fails to capture P (on all finite structures).
Unfortunately, our strengthened version 3'°¢” IFP fails, too.
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Theorem 4.1 EVEN is not definable in 3°¢” IFP.

IFP’s failure was proven via the failure of the infinitary logic .£% . The logic
Z5.., 1s similar to FO, but every formula in .Z’5 , can have infinite length or infinite
quantifier depth and contains at most s variables (free or bounded). Then

2= 2
seN
For the details readers can turn to [4, ch.3]. For every single IFP-formula, we can
always construct an equivalent .ZJ -formula for some s. So IFP is a sublogic of
Z%.,- Now we define a new logic £ (Beware! It is not .Z’!) as follows: for any
formula ¢

cpelifpe LY,
. Jog* x ¢ € Lif ¢ € L, where k > 0 and X is some relation variable.
. o' x ¢ € Lif ¢ € L, where k > 0 and X is some relation variable.
s YyAx€eLifpe Landy € L
cpVyeLifye Landy € L

Obviously 3'°¢”IFP is a sublogic of £
In order to prove theorem 4.1, we turn to the game method

Definition 4.2 _Z is any logic. G is a game played by two players, the spoiler and
the duplicator, on two structures. we say G is an Ehrenfeucht-Fraissé game for .2, if
for any 7, any 7 and # € STRUCT]|r], the following are equivalent,

1. o =% 3
2. the duplicator wins G(<7, A)

where “.o7 =% 8” means for any . [7]-sentence ¢, 7 F ¢ if and only if 2 E ¢.

For convenience, we use the notation “a”, a lowercase letter with a bar to rep-
resent a ordered set of elements and “R”, a capital letter with a bar to represent a
ordered set of relations. Please note that a is not tuple @. In the following context
we will denote aa = a U {a}, RR = RU {R}. If @ consists of elements in @, we
simply say @ is from a. We say a — b € Part(«/, P, %,Q), i.e., @ — b is a partial
isomorphism from (.27, R) to (%, S), where R = {R1,... R;} and S = {S1,...5;},
that is, there is a bijection f from a to b,

1. f(az) =b,a;, €a,b; € l_),
2. for any relation P € 7, and any tuple ¢ from a,

te P? — f(i') e P”
3. for 1 < <, and any tuple { from a,

FE R, — f(F) € S;
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In the expansions, actually R, S act as new relations.

The Ehrenfeucht-Fraissé¢ game for £  is the pebble game with s pairs of peb-
bles, denoted by PG*. In a play of PG®(.o/, £), there are s (or less) vertices in each of
o7 and % covered by pebbles. In each move, each player can do nothing, move one
pebble or add a new pebble (but on each structures there can be at most s pebbles).
If the duplicator can make sure the two covered substructures are always isomorphic,
then she wins PG®(.«7, #). For the details readers can turn to [4, ch. 3].

Now let L™ %5 be the sublogic of £ such that for any ¢ in it,

* lgr(¢) < m,

* mva(¢) <,

 height(9) < k,

* at most s element variables occur in ¢.

Let’s design a game G™"% for L™ 7F5 As L7785 is extended from .Z% , with
log-quantifiers in the “outer layers”, G™ "k
and a game PG®. The players plays a relation move as follows. The spoiler chooses
r’ < rand k¥’ < k. Then she chooses either <7 or . (W.lL.o.g. we assume the spoiler
chooses .«7. Otherwise </ and 2 are exchanged.) Then she chooses R C A" with
|R| < log" (JA]). At last the duplicator chooses S C B" with | S| < log* (|B]).

In a play of G™"%%(.o7| 98), the spoiler first chooses an arbitrary m’ < m and
they play m/ relation moves and then the two structures are expanded as (<7, Ry, . . .,
R,v)and (A, S1, ... S, ). Thenthey play PG*((</, Ry, ... Ryy), (B, S1,...Sm)).
Once this pebble game begins, no more relation moves are allowed. If the duplicator
wins PG*((.Z, Ry, ... Ryy), (%, 51, ... Smr)), she wins the play.

If she can always win every play, we say she wins (or she has a winning strategy
in) GRS (of | B).

consists of at most m relation moves

Proposition 4.3 Form > 0, r,k,s > 0, G™"%* is an Ehrenfeucht-Fraissé game
for L7k

Proof Let o/ and 4 be two structures over a given signature 7.
We construct the isotype of 7. Let R be a set of new relations such that for any
R € R, arity(R) < r (and |R| < log*(|A])).

gé?z’{i’}g’s(X) = /\{gb(X) | ¢ is an sentence of .Z2 [t U X] such that o7 F gb[%]}

then inductively
m+1,rk,s / ] m,r,k,s /v
drr (X =N\ Al A PNy (X X))
i<rj<k RCA"|R|<logi(|A])

A (708 X \/ O (X X))

RCAY,|R|<log’ (|Al)
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k L
"Lk \which is a sentence of £™7F0S,

Suppose &7 =£"""" 3, then 2 I ¢Z’T’k’s. The isotype indicates a winning
strategy for the duplicator. After m moves if the two structures are expanded as
(o, R) and (4, S),

When R = @, we simply write ¢/

X
3l
This means (o7, R) and (4, S) satisfy the same .£5, -formulas. Therefore the du-
plicator can win PG*({.«Z, R), (%, S)). Then she wins G™"¥* (o7 | B).

Suppose .of iﬁm’r’k’s . There is a sentence ¢ of L™ which .« and %
disagree on. W.l.o.g. we assume that .o/ F ¢ and £ ¥ ¢ and

!%)':qurkS[

6= QY X1 ... QUE X,
where v is an £ -sentence and k1, ...k, < kand Q1,...Qy € {3,V}. Then

c A EQU XL QR X
~ k N km
« BEQVTX|...QET" X,
(fQ; = 3,then Q; = V; if Q; = V, then Q; = 3,1 < i < m.) This provides a
winning strategy for the spoiler. In the ¢-th relation move if (); = 3 then the spoiler
should choose .7 and the relation R; C A% ®(Xi). otherwise she should choose Z

and the relation S; C Bariv(Xi) - After m relation moves, the structures have been
expanded as (<7, Ry, ... R,,) and (A, S1,...5,).

« (&, Ry,...Rp) EY[FE, ... 2]

© (B,S1,...Sm)E [, 2]

The duplicator cannot win PG*({.«7, R), (%, S)). So she cannot win G™"*+5 (o7 | ).
]

For any o/ € STRUC[r], R C A“™(R) and a € A, we say R mentions a (or a
is mentioned by R), if a is a component of some tuple t € R. Let ment(R) = {a €
A | a is mentioned by R}. Observe that if R is bounded by log-quantifier Ellogk, then

|ment(R)| < arity(R) - log*(|A|)
and we denote ment(R) = | g ment(R)

Theorem 4.4 EVEN is not definable in L.

Proof IfEVEN is defined by a sentence ¢ of L[{ E'}], ¢ should also work on empty
graphs, namely on the graphs that have no edges. Now we assume £ = & in order
to get a contradiction. There are m > 0 and r, k, s > 0 such that ¢ € L™"FS[{E}].
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Let o7 and % be two empty graphs such that | A| is a sufficiently large even number
satisfying
(m41)-7-5-logh(|A]) < |A]

and |B| = |A| + 1 and log(]A|) = log(|B|). So & E ¢ and B ¥ ¢. The duplicator
can play G™"%* (o7, B) as follows:

Before this play begins, vacuously @ — & € Part(o/, %). Let f : & — @.
Suppose after i moves (0 < i < m), the players have (<7, R) and (%, S) and f has

been extended as ment(R) +— ment(S). In the (i 4+ 1)-th move, w.l.o.g. the spoiler
chooses R C A"+ and |R| < logF+1(|A|), where ;11 < r and ki;y < k. For

a € ment(R) — ment(R), the duplicator can casually choose b ¢ ment(.S) and extend
f with f(a) = b. Since

\ment(S)| < m - r - log®(|B|)

which is much smaller than |B|, there are enough “unmentioned” b’s to choose to
make f a partial isomorphism. Let

S = f(R) = {(f(tl)vf(t2)7 oo f(tm'+1>) ‘ (t1?t27 .. 't7'i+1) € R}

So the duplicator chooses S. the structures are expanded as (<7, RR) and (%, SS)
After m moves, <7 and # are expanded as (<7, Ry, ... R,,) and (%, 51, ... Snm)
which we still denote by (<7, R) and (%, S) for short. Consider the substructures

(ment(R), R) ~ (ment(S), S)

The other elements which aren’t in the substructures are all isolated nodes. One can
easily check that the duplicator wins PG*(.«7, R, 4, S).

So the duplicator wins G™"*% (o7, %). By proposition 4.3, o =£"""" 2.
That is a contradiction.
So EVEN is not definable in L. |

Since J°¢”IFP is a sublogic of £, EVEN is not definable in 3'°2”IFP, either.
Hence 3'°¢” IFP does not capture P (on all finite structures).

5 Furthur Discussion

Readers might have noticed that the results can be extended onto other complex-
ity classes. For example the existential and universal log-quantifiers can alternate
several times in the formula so as to capture a corresponding limited alternation class.
Furthermore, not only log-quantifiers, we can also consider other second-order quan-
tifier with a bound of cardinality. Let f be a sublinear function on N. One can easily
prove on ordered structures a logic “3/IFP” can capture B(f.10g)» 1-€., the complexity
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class GC(f(n) - log(n), P), where the parameter “log(n)” seems unavoidable. How-
ever none of the above can capture the corresponding complexity classes without a
linear order. The proofs could be analogous to our theorem 4.4.

We are not sure

« on what natural class of graphs, 3'°¢”IFP can capture SP while IFP cannot
capture P.
« whether there is a problem in P which 3'°¢” IFP can define while IFP cannot.

These questions could be interesting.
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